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In Memory

Professor Marek Cieplak

(1950–2021)

Marek Cieplak, born December 8, 1950, passed
away on December 31, 2021. He was a Professor
of Physics, a lecturer of summer courses in physics
at Rutgers University and Johns Hopkins Univer-
sity in the USA, a member of the Scientific Council
of the Institute of Physics of the Polish Academy of
Sciences (PAS), initiator of biophysical topics at the
Institute of Physics PAS, founder and head of the
Laboratory of Biological Physics, spiritus movens
of the series of international scientific conferences
“Biomolecules and Nanostructures”, member of scientific
societies and editorial boards of scientific journals
such as Journal of Physics: Condensed Matter and Acta
Physica Polonica A.

Figure 1: The commemorated Marek. Photo taken from the family resources with permission.



Figure 2: (Top panel) Marta Gieburowska (Cieplak) and Marek Cieplak, students of the Faculty of
Physics, University of Warsaw in the Large Experimental Hall (SDD). (Bottom panel) Marek — as a

student — got involved in helping Professor Białynicki-Birula to prepare notes for his lecture on
quantum mechanics. These notes eventually evolved into a book, which Marek co-authored with

Professor Białynicki-Birula and Professor Jerzy Kamiński, many years later. Photos taken from the
family resources with permission.



This issue collects several articles that aim to symbolically commemorate Marek Cieplak, not
only because of his profession. All articles went through the peer review process, and the authors
and reviewers deserve thanks.

The unusual and unique feature of this issue is not only its scientific content, but also the inclu-
sion of several personal recollections. Below are short texts about Marek, as he is remembered by
colleagues, former PhD students (now full-fledged scientists) and his friends. The editors appreciate
their presence and sharing! It is worth reading these personal recollections because they outline
the broader profile of Marek, his human qualities for which he was appreciated.

The editors

⋄ ⋄ ⋄

Marek Cieplak was a man full of passion — both in physics and beyond. You could feel the
strength of his personality already as you approached his office, which stood out against the gray
and somewhat colorless corridors of the Institute of Physics of the Polish Academy of Sciences —
the door was always open, and inside it was filled with flowers, paintings, posters, and figurines.
Once you stepped in, Marek would tear himself away from his inseparable computer and bombard
you with a vast number of scientific ideas, intertwined with the latest cultural curiosities, books
he had read, movies he had seen, or travels, which he was passionate about. Marek’s research was
just as eclectic — from work on spin glasses, to the analysis of river networks, optimal paths in
disordered systems, fluid invasion into the porous media, and the microscopic origins of friction.
In the last 25 years, his main focus has been biological physics, in particular numerical models of
protein folding and unfolding, interpretation of genetic microarray data or knots and entanglements
in biomolecules. We collaborated on many of these subjects, publishing 15 papers together.

I will miss his energy, passion, and drive to keep moving forward. I am grateful for the time we
shared and for the inspiration he brought to our work.

Piotr Szymczak

⋄ ⋄ ⋄

Professor Marek Cieplak, as we all know, was an extraordinary character, a person who always
had his own opinion, always had substantive arguments and was able to defend them to the end.
This was also Marek’s whole life. . . and this state of mind was contagious to others — to me
certainly. I had the pleasure of being a doctoral student of Professor Cieplak. Marek’s knowledge
and behavior had a huge impact on my scientific career and on my decision to follow this path.
Marek was 110% committed to every doctorate, and he demanded the same! He was at work every
day, he came every day to talk about both science and life. His room at the Institute of Physics was
full of flowers, paintings and souvenirs brought from his travels around the world, as well as two,
sports items: a tennis racket and a bicycle. Marek cycled to work whenever he could. His wife and
daughters painted the paintings. This room looked like a real museum — it always encouraged me,
even when Marek asked rhetorically: “Why don’t computers count when it’s cold outside, or why
don’t I have the conscience to freeze them like that?” He did it jokingly, but you could still feel
a shiver of fear. Yes, he definitely made sure that the learning progressed and that every moment
was well-planned and used. I remember well that before I left for trekking in the Himalayas, he
made



made sure that I had a copy of my data and that I had planned the calculations appropriately so
that the computers would not “freeze” during my 3-week trip. On the other hand, after returning
I saw how happy he was, not only that the data had been calculated, but that I had returned
in one piece. Marek was caring; he was hot-tempered, but he always meant well and strived for
objective truth.

From a scientific point of view, I think it should be strongly emphasized that the topic of
non-trivial topology in proteins, which I continue to develop (as do a lot of scientists around
the world), was born by accident, but this accident was created by Marek. One day in 2006,
just before the holidays, Marek came up with the idea to determine the free energy landscape of
proteins from the point of view of mechanical resistance. This idea probably resulted from the
fact that at that time single-molecule optical tweezers, which trapped micron-sized silica beads (of
diameter range of 0.2–5 m) to exert forces on the system of interest, achieved very high precision
in measurements, showing that titin (the protein that makes up our muscles) has a mechanical
resistance of about 210 pN. On the other hand, the mechanical resistance of the calcium-binding
C2A protein has been found to be much weaker, i.e., the peak force is only of order 60 pN. Marek’s
goal was to learn the limits of the mechanical strength of proteins and to understand whether this
feature correlates with the biological function or perhaps the spatial structure of proteins.

The idea was brilliant (more on that below), but what was worse, Marek wanted to do it in his
own style, i.e., as best as possible. That meant writing a program to stretch (possibly in many
direction) all known protein structures deposited in the Protein Structure Database in 2006. At
that time, there were over 50000 structures. This idea was in the style of current big data, although
such an approach was not yet used at that time. Marek always did things ahead of his time. So the
man had to bite the bullet and rise to the challenge. The idea was also very successful from the
point of view of the so-called Go-like model, which Marek created with his PhD student (Professor
T.X. Hoang). In the Go-type model that Marek used, two factors played a major role: native
contacts (defined based on the geometry of the protein in its native state) and the spatial structure
of the protein (alpha-helices, beta hairpins). Therefore, the model performed is ideal for studying
mechanical properties, starting from the native structure of the protein. After 6 months of research,
it was possible to find proteins whose resistance force was over 1000 pN. It turned out that among
these proteins there were proteins with non-trivial topology knotted proteins. Our first reaction
was that this must be a mistake — none of us knew or expected knots in the proteins to exist.

There are proteins that show such high mechanical resistance. However, proteins with non-trivial
topology show lower resistance, and in such a case the observed force comes from the knot tying,
but thanks to that, we were able to find them. Today, the study of non-trivial topologies in proteins
has become a separate, dynamic research field at the intersection of biophysics, biochemistry, and
mathematics. Marek’s works are among the best cited on this topic, and a collection of his works
forms the basis of a review entitled “Topology in soft and biological matter” published this year in
Physics Reports 1075, 1 (2024).

Joanna Sułkowska

⋄ ⋄ ⋄

The outstanding role that Professor Marek Cieplak played in theoretical physics, condensed
matter physics, and biological physics is beyond dispute. However, I personally believe, and
I would like to emphasize, that all these achievements were possible thanks to his exceptional
personality.

Marek was a visionary, an inspirer and a titan of hard work, constantly seeking new inspirations
with tireless energy, determination and scientific passion, along with many humanistic interests.
He was always on the lookout for scientific developments, driven by the energy and determination
to bring ideas to fruition. The word that best describes Marek is “passion” and he embodied this
spirit, as lively and tireless as a great fire.

http://dx.doi.org/10.1016/j.physrep.2024.04.002


Marek had one mantra that he often repeated and consistently implemented: “Don’t give up
without a fight!” This was his Golden Thought. He always took the bull by the horns. I remember
him as a person for whom nothing was too difficult to at least try. That is why he had a remarkable
ability to motivate colleagues to push beyond their limits.

He was the initiator of introducing biological physics at the Institute of Physics of the Polish
Academy of Sciences. Fueled by Marek’s enthusiasm and determination, in 2004 we began our
activity as a small Biological Physics Group SL-1.5. Our first challenge was to secure funding and
set up experimental laboratories. We acquired space in an old transformer station and storage area
at our Institute, where I started building laboratories equipped with the essentials to commence
experimental work, with great support from Marek. Over time, many people joined the group,
new topics emerged, including nanotechnology, and our group was upgraded to the Laboratory
of Biological Physics SL-4. However, we still needed significant changes and investments, as our
initial setup was quite basic.

I must emphasize that Marek’s tireless enthusiasm for taking on risky initiatives was one of the
strongest motivational impulses I have ever experienced. I am certain that the energy derived from
daily interactions with Marek was vital in undertaking such ambitious projects. It ultimately led
me to establish a consortium to create seventeen new laboratories in Poland, including our own
microspectroscopy laboratory and a second computer cluster for Marek’s group within the POIG
ERDF NanoFun Project.

One of the most significant contributions by Marek to sharing high-level science with society is
the “Biomolecules and Nanostructures” (BioNano) conference series. Marek envisioned this event
as an opportunity for scientific friends to meet and discuss topics in an informal atmosphere. It
resembled a group retreat, yet extended to around one hundred participants in a secluded area,
far from large cities. The great success of these conferences stemmed from the fact that Marek’s
friends and collaborators from all over the world came together to meet him in person. He deeply
valued his scientific friendships.

Over the years, we have transformed the meeting from an extended group retreat called the
“Workshop on Structure and Function of Biomolecules” (2004, 2006) into an international scien-
tific conference series “Biomolecules and Nanostructures” (2011, 2013, 2015, 2017, 2019), while
maintaining the informal character of the meetings. The broader framework of the BioNano con-
ferences also aligned with Marek’s further involvement in nanobiotechnology studies. The venues
changed, always close to nature and often in spartan accommodation, but the priority was still on
the quality of the lectures and scientific discussions, fostering connections and collaboration among
attendees rather than focusing on comfort. The conference grew, and Marek remained close to and
engaged with the participants.

The great added value of the BioNano conferences lay in crossing barriers between the exact
and natural sciences and the humanities — this was interdisciplinarity and multidisciplinarity in
the best sense of the word. The opening lectures led the audience from linguistic methodology
to molecular biology and from fundamental physics to physiology and evolution. This was made
possible because, in addition to his great commitment to scientific matters, Marek moved us with
his humanistic sensitivity. He often noticed little things that helped us feel more integrated with
the world.

Marek was also always accompanied by his family. It was truly remarkable that despite his
immense commitment to his professional career, he always maintained close ties with his loved
ones.

Professor Marek Cieplak exemplified a rare combination of great ambition and versatile compe-
tencies, constantly seeking new inspirations. I remember him sitting in his armchair, going through
the latest issues of Nature or Science, selecting topics that were new to him and to which he could
apply the methods he had developed in order to join a new field.

Marek was always “on the ball”, catching everything and hitting the mark. He will remain in my
deepest memories.

Anna Niedźwiecka
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We present a review of a series of contact maps for the determination of native interactions in proteins
and nucleic acids based on a distance threshold. Such contact maps are mostly based on physical
and chemical construction, and yet they are sensitive to some parameters (e.g., distances or atomic
radii) and can neglect some key interactions. Furthermore, we also comment on a new class of contact
maps that only requires geometric arguments. The contact map is a necessary ingredient to build a
robust G	oMartini model for proteins and their complexes in the Martini 3 force �eld. We present
the extension of a popular structure-based G	o-like approach to the study of protein�sugar complexes,
and the limitations of this approach are also discussed. The G	oMartini approach was �rst introduced
by Poma et al. (J. Chem. Theory Comput. 13, 1366 (2017)) in Martini 2 force �eld, and recently, it
has gained the status of gold standard for protein simulation undergoing conformational changes in
Martini 3 force �eld. We discuss several studies that have provided support for this approach in the
context of the biophysical community.

topics: Martini 3, structure-based coarse-graining, single-molecule force microscopy, biomolecules

1. Introduction

Structural biology has made signi�cant strides
in recent years, fueled by advancements in ex-
perimental techniques like nuclear magnetic res-
onance (NMR), X-ray crystallography, and cryo-
electron microscopy (cryo-EM). These techniques
provide detailed insights into the three-dimensional
structures of biomolecules, shedding light on their
functional mechanisms. However, static structural
data alone fails to capture the dynamic aspects of
molecular biology. To bridge the gap between static
structural data and dynamic experimental data, ro-
bust and versatile computational models capable
of accurately describing the dynamics of biomolec-
ular complexes are essential. The G	oMartini ap-
proach [1] for proteins o�ers versatility by combin-
ing the latest Martini 3 force �eld [2] for proteins
and other biomolecules (e.g., lipids, carbohydrates,
nucleic acids, etc.) and its cost-e�ective edge ren-
ders this approach ideal for large-scale applications

in cellular environments [3]. Structure-based (SB)
model o�ers a promising approach, utilising coarse-
grained (CG) representations to capture the essence
of a biomolecule structure and dynamics.
The typical time scales of biological processes

involving, e.g., unfolding of proteins and protein
recognition, among other events, are in the range
of 10−6�10−3 s, and, thus, they are orders of mag-
nitude slower than typical molecular motion (i.e.,
10−15�10−12 s) simulated in all-atom (AA) molec-
ular dynamics (MD). The length scales of confor-
mational rearrangements are also much smaller in
AA-MD simulation than they would be for studying
processes involving large structural changes in bio-
logical systems. In this regard, the SB model and
CG approaches of biomolecular systems are ideal
tools to overcome such limitations. The replacement
of the position of each amino acid by its Cα atom
is a common choice. In this approach, several de-
grees of freedom of the system are removed, which
enables reaching the experimental time and length
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scales while maintaining a molecular-level model of
the systems under consideration. In particular, CG
approaches are used to infer the Young modulus and
confront it with atomic force microscopy (AFM) ex-
periments. Importantly, the mechanism of deforma-
tion that gives rise to the linear force-displacement
response can be characterised in the CG simula-
tion. Several CG models are not sensitive to pH
or ionic strength, and they also do not consider
the electrostatic interactions, post-translational co-
valent modi�cations of amino acids, etc. Those fac-
tors have been demonstrated to be important in,
for example, the recognition of cell receptors by
pathogens and control of the assembly of protein
complexes. In addition, standard AA-MD simula-
tion can target system sizes on the scale of ∼ 500
million atomistic particles in the latest SARS-CoV-
2 full virion in aerosol droplet [4], which is only pos-
sible in a few high-performance computing clusters
around the world. However, analogous systems for-
mulated using CG force �elds, such as Martini 3 [2],
SIRAH [5], and UNRES [6], are an order of magni-
tude smaller. In CG-MD simulation, these systems
can be studied in a moderate-sized computing clus-
ter. Moreover, due to the large time-step used in
CG-MD (e.g., MD simulation with Martini 3 em-
ploys ∆tCG = 20 fs in comparison to AA-MD with
a ∆tMD = 2 fs), CG simulations are expected to
reach longer time scales than AA-MD. At the core
of the SB approach in proteins lies the concept of
native interactions, also known as �native contacts�
(NC), which provides a simple form to understand
the important interactions in equilibrium; it repre-
sents the close spatial proximity between residues
or atoms in the native state. De�ning native inter-
actions poses a challenge, as simple cut-o� distance-
based de�nitions can lead to two incompatible out-
comes: (i) the exclusion of relevant contacts beyond
6 Å, and (ii) the introduction of non-physical next-
nearest neighbour contacts. To address these limita-
tions, various methods have been developed to de-
�ne native contacts, including atomic overlap map,
shadow map, CSU contact map, and Voronoi maps
(to be discussed in the next section). Each method
o�ers unique advantages and limitations, and the
optimal choice depends on the speci�c application.
In the past, we combined both the semi-atomistic
approach (e.g., Martini 3 force �eld) and the SB
approach, and as such, we developed an alternative
strategy to study conformational changes of pro-
teins, and through this review work, we plan to show
the extension to protein complexes.
Hence, we �rst discuss here several contact maps

that employ distance cut-o� and chemical and phys-
ical information, secondly, we brie�y introduce the
extension of the popular SB model developed for
protein�sugar complex and, lastly, the more robust
model, the so-called G	oMartini approach that is
based on the SB model of proteins developed by
Professor Marek Cieplak (e.g., a Cα-based G	o-like
model) and others. This simple model turned out

to be e�cient in capturing the long-time behaviour
of certain biomolecular systems under mechanical
forces and under high temperatures [7�11]. Most
importantly, the Martini force �eld with an almost
atomic resolution can use a backmapping protocol
to recover an AA representation from the CG rep-
resentation with an almost atomic resolution.

2. Contact maps for determination of

interaction and topological aspect in

proteins and nucleic acids

2.1. Contact maps based on distance threshold
and geometric principles

A simple protein contact map (CM) based on
a distance cut-o� that allows for the calculation
of protein interactions depends essentially on the
atomic positions (see Fig. 1). This method consid-
ers the interaction of any pair of atoms in di�er-
ent residues that are within a certain distance of
each other. For example, in protein studies, contacts
have often been de�ned based on atomic geometry
by selecting the heavy atoms in a given amino acid
residue � an atomic contact is found, if two heavy
atoms associated with distance residues are within
a speci�c cut-o� distance (i.e., 4.0�6.5 Å) [12]. De-
spite its simplicity, the cut-o� CM su�ers from sev-
eral issues that render it less accurate and reliable
in determining native contacts [13], especially in
the context of SB models that require accurate de-
termination of the native contacts to examine the
emerging protein dynamics from the underlying ge-
ometry. One of the problems with the cut-o� CM
is a high sensitivity to the cut-o� distance. This
means that even slight adjustments of this parame-
ter can result in substantial changes in the number
of identi�ed contacts. This sensitivity can impede
the comparison of results across di�erent studies.
Additionally, the cut-o� CM often identi�es con-
tacts between atoms that are not physically in con-
tact with each other, leading to erroneous conclu-
sions about molecular structure and function. Fur-
thermore, it fails to account for occluded contacts or
structural elements, overlooking the accessibility of
atoms and their embedding within the larger-scale
structure, potentially overestimating the number of
identi�ed contacts.
In contrast, the shadow CM [14] �xes some of

the previous limitations of cut-o� CM and o�ers
a more advanced approach to determining atomic
contacts within a protein. It considers the concept
of �shadows� cast by other atoms. In this method,
two atoms are only considered to be in contact if
there are no other atoms blocking the line of sight
between them. The process of obtaining contacts
involves the following steps:

(i) Calculating the distances between all pairs of
atoms in the protein and creating a list of
pairs within a speci�ed cut-o� distance.
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Fig. 1. Representations of contact maps (CM) in the literature. The cut-o� CM used only the distance between
centres, while the shadow methodology improved the former by not discarding centres in the yellow areas. The
CM can be improved by including structural categories, the contacts of structural units (CSU) methodology,
represented by the Roman numbers, and de�ning illegitimate (marked with red crosses) interaction. However,
the CSU CM uses an extended sphere that accounts for solvent e�ects (dashed circles at right) as a �rst guess
for contacts, which can be asymmetric (as shown by the red and yellow lines at right) due to shadowing e�ects.
Cut-o�-free pure geometric strategy can use a Voronoi diagram, as shown in the panel below, to create the
CM based on the Delaunay triangularization.

(ii) Utilising a spherical screening radius, typi-
cally ≤ 0.5 Å, centred at each atom, and for
each pair of atoms, excluding contacts if one
atom is obscured by the shadow of another
atom and intuitively captures only the �visi-
ble� atoms from the perspective of a reference
atom.

This procedure is visually depicted in Fig. 1. The
shadow CM has demonstrated superior accuracy
compared to the cut-o� CM for several reasons.
First, it exhibits less sensitivity to the choice of
cut-o� distance, as this parameter is primarily used
to establish the initial set of potential contacts
and the occluded contacts are subsequently re-
moved. Second, the shadow CM aligns better with
experimental data by capturing contacts between
atoms separated by intervening atoms, such as wa-
ter molecules. Despite its advantages, the shadow
CM does come with certain limitations. Notably, it
introduces increased computational complexity and
retains some sensitivity to the cut-o� distance, al-
beit to a lesser extent than the cut-o� CM. This
sensitivity to noise may result in the identi�cation
of false positive contacts, particularly in molecules
with �exible structures (i.e., loops and coils) or
when dealing with noisy experimental data. Fur-
thermore, the shadow CM cannot capture solvent-
mediated contacts or indirect contacts in general.
An entirely di�erent strategy for de�ning protein

contacts involves a cut-o�-free methodology that re-
lies solely on geometric principles [12, 15, 16]. The
Voronoi tessellation [17] is a technique for parti-
tioning the physical space into convex polyhedrons,
called Voronoi cells, with each cell associated with a
speci�c site. Typically, the Cα atom of each amino
acid is chosen in the context of protein structure

analysis. The Delaunay triangulation [17] comple-
ments Voronoi tessellation by connecting a set of
points with a network of triangles, ensuring that
no point lies inside the circumcircle of any trian-
gle. In the case of protein structure analysis, Delau-
nay triangulation is often used in conjunction with
Voronoi tessellation to de�ne protein contacts. To
de�ne these contacts using Voronoi tessellation and
Delaunay triangulation, the following steps are typ-
ically followed:

(i) Constructing the Voronoi tessellation of the
protein structure.

(ii) Determining for each pair of adjacent Voronoi
cells whether a corresponding Delaunay edge
exists.

(iii) If the Delaunay edge exists, then the two sites
are considered to be in contact.

There are several advantages of using Voronoi tes-
sellation and Delaunay triangulation in protein
structure for contact de�nition and topological
properties studies. This method is computationally
e�cient, robust to data noise, and capable of cap-
turing both direct and indirect contacts.

2.2. Contact maps based on chemical
and physical information

The contacts of structural units (CSU)
method [18] is a structure-based approach that
leverages geometric and chemical information to
identify contacts between amino acid residues
within a protein. It involves three main steps:

(i) Identifying pairs of heavy atoms that are in
close proximity, typically within a de�ned dis-
tance threshold.
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(ii) Assigning each atom to a speci�c class based
on its chemical properties, such as its element
(O, N, C, S) and its connectivity to other
atoms.

(iii) Establishing contacts between residues based
on the presence of speci�c interactions be-
tween their individual atoms, including hy-
drogen bonds, aromatic interactions, and
hydrophobic interactions. Any interactions
that do not �t into these speci�c cate-
gories � labelled as �non-speci�c contacts�
� are excluded from consideration in the
CSU method. This exclusion is based on the
premise that these non-speci�c interactions
may not convey the structural or functional
relevance that the method aims to capture.

In essence, the CSU method focuses on recogniz-
ing and emphasizing interactions with well-de�ned
chemical characteristics, enhancing the speci�city
and relevance of the identi�ed contacts within the
protein structure. However, the CSU method has
certain limitations, e.g., it only accounts for at-
tractive interactions and neglects repulsive interac-
tions, potentially leading to the inclusion of con-
tacts destabilised by repulsive forces. Additionally,
this method may identify contacts between residues
that are not physically in contact, as it relies on
the presence of at least one speci�c contact, and
can also return asymmetric contacts, as depicted
in Fig. 1, due to shadowing e�ects of neighbouring
units. Moreover, it might miss important contacts,
particularly in helical structures, due to its focus on
speci�c interactions. Overall, the CSU method pro-
vides a valuable approach for identifying contacts
in proteins, but it does have limitations stemming
from its exclusion of repulsive interactions and po-
tential lack of selectivity.
The repulsive CSU (rCSU) methodology [7] ad-

dresses these shortcomings by incorporating repul-
sive interactions and re�ning contact identi�cation,
o�ering a more accurate and reliable approach to
a new form of contact map generation. The rCSU
methodology extends the CSU approach by consid-
ering repulsive interactions between charged atoms.
It aims to provide a more precise representation of
inter-residue contacts by accounting for both attrac-
tive and repulsive forces. The rCSU algorithm pro-
ceeds in a manner similar to CSU:

(i) Initially, it identi�es pairs of heavy atoms in
close proximity.

(ii) Subsequently, it classi�es atoms based on
their chemical properties, akin to CSU.

(iii) The determination of whether there is a con-
tact between two residues is dependent on
the overall balance or net outcome of in-
teractions at the atomic level, calculated as
the di�erence between the number of attrac-
tive contacts (e.g., hydrogen bonds, aromatic
interactions, ionic bridges, and hydrophobic

interactions) and the number of repulsive con-
tacts (Coulombic repulsions between charged
atoms).

(iv) If the net contact is positive, a contact be-
tween the residues is established.

The rCSU methodology o�ers several advantages
over CSU. It provides more accurate contact predic-
tions by considering repulsive interactions, reducing
the likelihood of contacts destabilised by repulsive
forces. Furthermore, it enhances contact selectivity
by evaluating the net contact between residues, low-
ering the probability of false positives. This method-
ology also captures a wider range of interactions,
including ionic bridges, resulting in a more com-
prehensive representation of inter-residue contacts.
In summary, the rCSU methodology presents a
more accurate and reliable approach to CM de-
termination compared to CSU, as it incorporates
more chemical information and improves contact
selectivity.
The OV+rCSU method [7] combines the

strengths of the overlap (OV) method and the
rCSU method to identify contact maps in pro-
teins. The OV method identi�es contacts based
on the overlap of enlarged van der Waals spheres
around the heavy atoms, while the rCSU method
incorporates repulsive interactions between atoms
with charges to re�ne contact identi�cation. In con-
trast, the shadow CM method relies on a �xed dis-
tance cut-o�, independent of atomic size, and re-
moves contacts with intervening atoms. OV+rCSU
is superior to the shadow CM method because it
considers atomic sizes derived from experimental
studies [19], and repulsive interactions, enabling
the capture of a broader range of interactions
while maintaining selectivity and a decrease in false
positives.
The CSU method is simpler, only considering at-

tractive interactions and disregarding repulsive in-
teractions. This method can simply lead to false
positives, as some contacts may be destabilised by
repulsive forces. OV+rCSU addresses this limita-
tion by incorporating repulsive interactions to re�ne
contact identi�cation. While rCSU is an improve-
ment over CSU, it may miss some true contacts
due to its focus on net contact between residues.
The OV+rCSU method complements rCSU by con-
sidering overlaps of van der Waals spheres, po-
tentially capturing additional contacts. OV may
identify false positives due to its reliance on over-
laps without considering repulsive interactions.
OV+rCSU and rCSU address this limitation by in-
corporating repulsive interactions to re�ne contact
identi�cation.
The Voronoi/Delaunay [15] methodology pro-

vides a cut-o�-free approach [12] to CM determi-
nation, relying on geometric constructs to de�ne
contacts based on the proximity and connectiv-
ity of residues. It involves partitioning space into
polyhedra, known as Voronoi cells, with each cell
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associated with a residue. The faces of these poly-
hedra de�ne the closest contacts between residues,
o�ering a geometric foundation for contact de�ni-
tion. This methodology does not require a �xed
cut-o� distance, eliminating the need for arbitrary
cut-o�/parameter selection. It delivers a geomet-
ric basis for contact de�nition, ensuring consistency
and robustness, capturing both local and global
contact patterns, and providing a comprehensive
view of the protein structural connectivity. This
method can be used to de�ne both residue�residue
and atom�atom contacts, o�ering �exibility in
granularity.
The choice between the OV+rCSU and

Voronoi/Delaunay methodologies depends on
the speci�c application's requirements for accuracy,
e�ciency, and robustness. For applications demand-
ing high accuracy and comprehensiveness, such as
protein folding simulations or detailed structural
analysis, the OV+rCSU methodology may be the
preferred/recommended choice in SB models. The
explicit consideration of atomic sizes and repulsive
interactions provides a more detailed and realistic
representation of native contacts in proteins. For
applications requiring a fast and e�cient method
for capturing local and global contact patterns,
such as network analysis or large-scale structural
comparisons, the Voronoi/Delaunay methodology
may be the better choice. Its cut-o�-free nature
and geometric foundation make it computationally
e�cient and less sensitive to arbitrary cut-o�
selections. In general, the OV+rCSU methodol-
ogy is well-suited for applications where a high
level of accuracy and detail is crucial, while the
Voronoi/Delaunay methodology is well-suited for
applications where e�ciency and robustness are
primary considerations.
Overall, the OV+rCSU methodology o�ers a

more accurate and comprehensive approach to con-
tact map determination compared to rCSU, OV,
and shadow CMs individually. It combines the
strengths of the OV and rCSU methods to iden-
tify a broader range of interactions while maintain-
ing selectivity and reducing the number of false
positives.
A recent method that considers the equilibrium

dynamics of a protein, such as the di�eren-
tial/dynamic contact map (dCM) [20], o�ers an al-
ternative solution. It can identify the most struc-
turally relevant contacts in a protein using AA-MD
simulations. This method relies on contact fre-
quency and the de�nition of stability. Frequency
measures the number of times a contact was ob-
served between two residues. High contact fre-
quencies indicate more stable contacts. Stability,
on the other hand, is determined by considering
the chemical characteristics of residues involved
in a contact. For instance, hydrophobic interac-
tions are generally more stable than polar�polar
and electrostatic interactions. To obtain a more
detailed view of the set of protein contacts, the

OV+rCSU approach is used with the dCM analysis.
The OV+rCSU considers the chemical character of
each residue and the respective contacts between
a pair of residues, classifying them into categories
to count the number of stabilising and destabilis-
ing contacts per residue, de�ning a contact when
both residues have a net stabilising character. The
dCM and OV+rCSU methodologies together form
a robust contact map technique known as di�er-
ential contact map that has been validated in the
study of the dynamics of large protein complexes.
For example, the dCM analysis identi�es the high-
frequency (> 0.9) contacts between amino acids
in the SARS-CoV-2 trimeric spike protein [20]. It
reveals that �exible loops are the source of con-
tact �uctuations, comprising approximately 1772
amino acids based on secondary structural analysis,
while helices and strands are roughly represented
by 712 and 819 residues, respectively. The entire
spike protein has 3363 residues. This indicates that
the methodology is feasible even for large protein
complexes.

2.3. Contact maps for intrinsically
disordered proteins

Creating a contact map for intrinsically disor-
dered proteins (IDPs) presents challenges due to
their lack of well-de�ned tertiary structure, which
evolves over time. Furthermore, the energetic land-
scape of these proteins signi�cantly di�ers from
those with stable structures that possess a sin-
gular energetic minimum [21], as opposed to the
shallow energetic wells between which the pro-
tein's conformation �uctuates [22]. This necessi-
tates de�ning the contact map temporally and up-
dating it at every simulation step. Given the ab-
sence of a �xed protein structure, a specialized al-
gorithm is essential for determining this contact
map.
One feasible approach is an algorithm based on

three criteria: distance between amino acids, orien-
tation of speci�c residues' side groups, and the po-
tential number of contacts a given residue can estab-
lish. The algorithm categorizes contacts into three
types: sidechain�sidechain (ss), backbone�backbone
(bb), or backbone�sidechain (bs), each utilising
slightly di�erent criteria.
The distance criterion serves as the foundational

parameter governing the onset of a contact. Con-
tacts break when the distance between the centres
of Cα atoms of particular residues exceeds a de-
�ned limit, fσi,j , where σi,j = rmin(0.5)

1/6. Here,
rmin indicates the position of the energetic poten-
tial minimum. The values of rmin, determined from
an analysis of distances between residues in 21,090
non-redundant proteins from the CATH database,
varied based on the interaction type. The rmin val-
ues for bb and ss contacts were determined as the
mean values from the collected data, resulting in
5.0 Å and 6.8 Å for bb and bs contacts, respectively.
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However, for ss contacts, rmin was individually cal-
culated for each pair of residues. This value ranged
from 6.42 Å for the Ala�Ala interaction up to
10.85 Å for the Trp�Trp interaction, and compre-
hensive details about other pairs of residues capa-
ble of forming contacts are presented in [23, 24].
As mentioned earlier, contacts �uctuate during the
simulation, and contact is broken when the distance
between residues exceeds fσi,j , where f = 1.5. Dif-
ferent values of this factor were also considered and
are well described in [23, 24].
Another crucial criterion is the orientation of

residues. Implementing this criterion is not straight-
forward, as each residue is treated as a spheri-
cal bead. Therefore, neighbouring residues must be
considered for direction implementation, as detailed
in [23, 24]. Determining the orientation of a back-
bone hydrogen bond or a sidechain Cβ atom re-
lies on the positions of three consecutive Cα atoms.
This criterion is essential because we assume that
a bb contact can occur if the N-atom on the back-
bone part of the i-th residue can establish a hydro-
gen bond with the O-atom on the backbone part of
residue j, or vice versa. However, this interaction is
permissible only when both atoms are oriented to-
ward each other. The same requirement for residue
orientation applies to ss and bs contacts. Detailed
descriptions of the mathematical formulas that en-
able the implementation of these requirements are
provided in [23, 24].
The �nal criterion involves the residue types that

are essential for de�ning contacts. They are cate-
gorized into six classes: (1) Gly, (2) Pro, (3) hy-
drophobic, (4) polar, (5) negatively charged, and
(6) positively charged. The solvent being implicit
in the program restricts the simulation of interac-
tions between polar residues and water molecules.
Employing the one-bead-per-residue model leads to
a less dense protein representation. To compensate
for this, we restrict each amino acid's capacity to
form a limited number of contacts. The formula
zs = nb + min(s,nH + nP) determines this num-
ber, where nb signi�es the allowable count of back-
bone contacts, s represents the maximum quantity
of sidechain contacts, nH denotes the upper limit
for contacts with hydrophobic residues, and nP sig-
ni�es the limit for contacts with polar side chains.
Detailed values of these parameters can be found
in [23].
It is crucial to note that the contact map, irre-

spective of its method of creation, can be utilised
with any potential energy function, whether it is a
spherical potential like Lennard�Jones (LJ) or one
that integrates directional criteria. The initial step
always involves validating the distance criterion, fol-
lowed by evaluating the ability to create speci�c
contacts. The above-mentioned methods for de�n-
ing contacts are necessary not only for the descrip-
tion of the dynamics of single protein chains but
also for research on the aggregation of IDPs or even
the creation of protein droplets.

2.4. Contact maps for nucleic acids:
RNA structures

SB models based on a G	o-like approach have also
been used to study RNA molecules in CG descrip-
tions. The CG model considers a nucleotide by a
single bead, and then a contact map is built on the
basis of the distances between the interaction sites
in the native structure. Such is the approach used in
the self-organized polymer (SOP) model proposed
by Hyeon and Thirumalai [25], designed to anal-
yse the dynamics of RNA unfolding under constant
force.
As in the CSU method, additional physicochemi-

cal details can be introduced by considering the in-
teraction type between nucleotides. The main forces
that stabilize RNA structures are due to stacking
interactions and base pairing. The former is present
when two nucleobases are close enough and lie on
parallel planes exhibiting an overlap between their
faces. On the other hand, base pairs originate from
hydrogen bonds formed between the edges of the ni-
trogenous bases, yielding a relatively large number
of possible geometrical arrangements between the
four nucleobases that characterize RNA molecule:
adenine (A), uracil (U), guanine (G), and cyto-
sine (C). In particular, A�U or C�G base pairs and
stacking interactions give rise to the well-known A-
form double helix, a motif of extreme importance
in RNA structure. Electrostatics can also be con-
sidered explicitly, regardless of the proximity of the
nucleotides in the native structure. For this purpose,
a point charge is generally placed on the phosphorus
atom on the backbone, which interacts with other
charged particles through an implicit solvent ap-
proach.
Some G	o models have employed speci�c terms or

functional forms for stacking and base pairs con-
tacts using this information. The three-interaction
site model of Hyeon and Thirumalai [25, 26] de-
�nes a nucleotide by three point particles represent-
ing the nucleobase (A, U, C, G), sugar ring (i.e.,
ribose: C5H10O5), and phosphate group (PO3−

4 ),
which allows the introduction of directional inter-
actions. The model has been parameterized with
melting temperatures of small RNA fragments to
study RNA folding thermodynamics under several
ion concentrations and temperatures, and its in-
teractions are also speci�c for contacts belonging
to a double helix. Later versions of the model,
however, are capable of introducing complemen-
tary base pairs between non-native contacts and
stacking interactions between non-consecutive nu-
cleotides [27]. This combination makes it possible
to deal with a more complex free-energy landscape
while introducing contacts that stabilize the native
structure and taking care of describing properly the
thermodynamics of the double helices, which have
an important contribution to the overall stability.
In addition, the model of Hori and Takada [28],
designed for the study of structural deformations
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Fig. 2. Panel (a) shows the all-atom MD and SB CG modelling of the sugar�Man5B complex (PDB:3W0K).
The blue protein segment comprises the residues (200�220), which is considered the active loop responsible
for the cleavage of the O-glycosidic bond in polysaccharides. The CG model employs the Cα positions for
protein and C4 atoms for the sugar hexamer. Panel (b) shows the �uctuations of the complex under AA and
CG simulations. The RMSF shows �uctuations of the protein segment undocked (black line) and docked with
mannohexaose and cellohexaose in green and red solid lines, respectively. This �gure was adapted with the
permission from [35].

of RNA and protein�RNA complexes, also uses a
three-point representation of a nucleotide and a
parametrization from MD simulations and distin-
guishes stacking from base-pairs in their G	o-like ap-
proach.
The large number of non-complementary base

pairs and the possibility of forming hydrogen bonds
between nucleobases and phosphate groups or sugar
rings increases the complexity of the interaction net-
work of RNA molecules. Despite this, several tools
such as ClaRNA [28, 29], FR3D [30], or x3DNA-
DSSR [30, 31] can be used to annotate structures
and identify the most relevant interactions in the
system of interest, which can help to build G	o mod-
els able to capture the essentials of the phenomena
to study under simulations.

3. The structure-based model:

A G	o-like approach for protein�sugar

complexes

In nature, proteins and polysaccharides can ex-
ist separately and also form complexes, for in-
stance, the degradation of cellulose �brils by fungi
or bacteria involves the processing of the biomate-
rial by enzymes (e.g., endo- and exo-glucanases) and
thus, a relevant biotechnological process that has
been improved for the biofuel production [32, 33].

At the molecular level, enzymes recognize the
cellulose chain ends or broken chains, and after at-
taching to them, the cleavage of the O-glycosidic
bond is carried out, releasing several small oligomers
that can be the source of energy for several microor-
ganisms. Also, glycosylation of proteins by sugar
moieties (i.e., N-glycan or O-glycan) can induce
conformational changes via allosteric communica-
tion. Such an e�ect was reported in the conforma-
tional transition from closed to open state in the
SARS-CoV-2 spike (S) glycoprotein [34]. The rele-
vance of describing such events by molecular sim-
ulation can lead us to the development of novel
therapeutics against pathogens such as viruses and
bacteria. In this regard, the study of protein�sugar
complexes remains an active �eld of research in the
biomolecular community.
The extension of the G	o-like approach for the

study of protein�sugar complexes was carried out
in [35]. In this work, the Cα-based G	o-like model for
proteins was coupled with a structure-based coarse-
grained (SB CG) model for polysaccharides. Each
sugar oligomer was formed by D-glucose units con-
nected by the β (1 → 4) glycosidic bonds in cel-
lohexaose and the α (1 → 4) glycosidic bonds in
amylohexaose case. Then, each sugar monomer in
the CG description was represented by one CG bead
centred on the position of the carbon atom. We con-
sidered the position of the C4 atom for comparison
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with respect to the C1 position. Alternatively, we
also derive parameters for C1 and the centre-of-
mass of the monomer. The new set of CG values
for bonded and non-bonded parameters was deter-
mined by AA-MD simulations using two statisti-
cal methods. One of these methods was the Boltz-
mann inversion (BI) method [36], while the other
was denoted by the energy-based (EB) approach.
The non-bonded parameters for the protein�sugar
complex were mapped by the Lennard�Jones (12�6)
potential according to the G	o-like approach. These
two methods were employed to calculate the sti�-
ness of sugar oligomers and protein secondary struc-
tures. Protein Man5B comprises 330 residues, with
PDB ID 3W0K. This study shows the sti�ness of α-
helices, which, on average, are sti�er than β-strands.
Also note that in proteins, the secondary structures
are generally sti�er (based on elastic contacts) by a
factor of 5 than in sugars. This CG model was val-
idated for the case of the hexaose-Man5B catalytic
complex (see Fig. 2). The large �uctuations calcu-
lated by principal component analysis (PCA) of the
active loop in Man5B were retained in the CG de-
scription. The main trend between AA-MD [37] and
CG-MD simulations regarding the binding activity
was also captured in the CG model.
These results highlighted the energetic di�erences

between protein�sugar interactions and native in-
teraction in proteins (ϵ

PP
∼ 1.5 kcal/mol). It was

reported that the strength of sugar�protein energy
value (ϵ

SP
) was in the range of 3 to 6 kcal/mol. This

SB model for protein�sugar complex is constructed
under implicit solvent conditions, and no detailed
chemistry of residues is included, thus, ligand recog-
nition associated with long-range interaction or the
e�ect of single point mutations that induce confor-
mational changes cannot be captured by this simple
model. Furthermore, atomistic backmapping is not
doable under this representation because of the level
of CG description based on Cα atoms. In the next
section, we present an alternative approach that is
based on the G	o-like model for proteins and circum-
vents several limitations of this SB model.

4. Overview of the G	oMartini approach

for protein complexes

The G	oMartini approach was �rst introduced
by Poma et al. [1], and it coupled the Martini 2
with the SB model for protein (i.e., G	o-like type)
developed by Cieplak's lab. The protocol for the
G	oMartini approach is depicted in Fig. 3 (see
also [38]); the �rst step begins with an experi-
mental 3D structure of a globular protein. From
this structure, the OV+rCSU contact map is cre-
ated from the server http://pomalab.ippt.pan.

pl/GoContactMap [39, 40]. The next step involves
the transformation of AA to CG representation us-
ing the ./martinize2 script [41]. In the case of pro-
tein complexes, each of their chains must be isolated

Fig. 3. The G	oMartini approach work�ow for pro-
tein complexes. The study of oligomeric complexes
involves building a Martini CG representation, cre-
ating a contact map, and introducing G	o bonds
mapped as LJ potential through the virtual site
implementation (denoted as dummy beads in GRO-
MACS versions before 3.3). The resulting complex
is solvated and neutralized at ambient conditions.
MD simulations are performed using the GRO-
MACS MD package [38]. By iteratively modifying
εG	o value in the range of 9.4 and 12.0 kJ/mol, CG-
Martini simulations are capable of reproducing ex-
perimental results.

in individual PDB �les. The G	oMartini approach
is applied to obtain a CG structure with the �cre-
ate_gomartini.py� script. The strength of the G	o
potential mapped by a Lennard�Jones (12�6) po-
tential can be adjusted to match results from ex-
periments or atomistic simulations. The G	oMartini
approach allows the sampling of large-scale con-
formational changes, a limitation in AA-MD sim-
ulation [1]. This holds particular signi�cance in
the investigation of proteins that undergo signi�-
cant structural transitions, such as unfolding events
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under a mechanical force, inter-domain motions,
and catalytic rearrangements, as well as in a better
description of protein complex stability [39, 42�46].
The Martini force �eld allows for the simula-

tion of biomacromolecules at a faster rate than the
conventional AA representation. For proteins, an
old SM model based on an elastic network (EN)
model was used to preserve protein native struc-
ture by adding harmonic bonds between Cα atoms.
This has the drawback of not being able to ex-
plore the full conformational landscape of the pro-
tein, as well as overestimating the number of con-
tacts between nearby residues [1]. The G	oMartini
approach involves replacing the contacts obtained
by the EN model based on a simple cut-o� dis-
tance by the native contacts built based on the OV
and chemistry-based rCSU CMs. Then, virtual sites
are placed near the BB particles. Such implemen-
tation in GROMACS 2020 (or above) enhances the
production stage. The only energy scale in this ap-
proach (εG	o) can be modi�ed iteratively. The de-
fault value is 9.414 kJ/mol, which corresponds to
the energy of the hydrogen bond in proteins [35];
however, alternative values have been employed to
replicate experimental results, including 12 kJ/mol,
and in certain instances, values of 100 kJ/mol
over certain pairs of contacts were necessary [40].
Below is a brief review of successful G	oMartini
studies with Martini 2 [47] and Martini 3 [2] force
�elds.

4.1. Martini 2

The �rst applications of the G	oMartini approach
were carried out using the Martini 2 force �eld. It
examined the folding of small α- and β-peptides,
the conformational �exibility of a set of proteins,
and the nanomechanics of a titin domain using dif-
ferent de�nitions of contact maps and di�erent εG	o
values. Folding simulations were done for an α-helix
segment of the histidine-containing phosphocarrier
protein and a β-strand of the G protein. Native con-
tacts were calculated from the PDB structures, and
the coordinates for the unfolded conformers were
obtained from a CG simulation at 500 K with im-
plicit solvent. The results showed that both peptides
refolded in almost all simulations. The equilibrium
dynamics of the type I cohesin domain, the domain
of I27 from titin, and ubiquitin (PDB IDs: 1AOH,
1TIT, and 1UBQ, respectively) were examined at
both atomistic and CG resolutions. RMSD anal-
yses revealed that the proteins were stable along
G	oMartini simulations with deviations smaller than
0.2 nm and that characteristic residue �uctuations
were captured during the MD simulation, in agree-
ment with the previous EN model (i.e., ELNEDIN
approach [48]) and AA-MD simulations. A principal
component analysis indicated that the G	oMartini
approach was able to capture the opening and clos-
ing motion of the Man5B glycoside hydrolase. The

amplitudes were comparable to those observed in
AA-MD simulations [37]. Finally, nanomechanical
studies employing the G	oMartini approach on the
domain of I27 from titin showed the nanomechan-
ics can be captured at slower pulling speeds than
AA-MD simulations, and unfolding forces were sim-
ilar to experimental values when extrapolated to
low loading rates.
In another study [39], the G	oMartini approach

was used to describe the membrane remodelling dy-
namics of the F-Bin/Amphiphysin/Rvs (F-BAR)
protein PACSIN-1. The conformation of PACSIN-1
was not maintained using the original de�nition
of native contacts, namely OV+rCSU, due to the
overstabilization of contacts between neighbouring
residues. The native contacts have been rede�ned.
Consequently, their de�nition included all i-th and
(i + 3)-th residue pairs. Also, if the minimum dis-
tance between all heavy elements (i.e., N, C, and O
atoms) is shorter than a distance threshold, a pair
of residues, i-th and j > (i+ 3)-rd, is considered to
have a native contact. Throughout the simulations,
lateral PACSIN-1:PACSIN-1 interactions were ob-
served and correlated with the solved 3D structure.
This optimization reproduced the structural and lo-
cal �uctuations observed in AA-MD simulations.
The G	oMartini approach has been used to in-

vestigate the association of lipids with various pro-
teins [49�52]. In one of these studies, the conforma-
tional dynamics and the e�ect of oligomerization of
npq2 Light-harvesting complex II (LHCII) on the
association with lipids [52]. Another study exam-
ined the stability of LHCII in its monomeric and
trimeric forms, the cofactor �exibility, and the im-
pact of membrane composition [51]. Both studies
demonstrate the usefulness of the G	oMartini ap-
proach for describing the conformational �exibility
of proteins, with results comparable to those ob-
tained by experimental techniques or AA-MD sim-
ulations.
The stability and enzyme �exibility of pro-

teomimetics in the presence of zinc metallopro-
teinase thermolysin was studied using G	oMartini.
The simulation results were consistent with experi-
mental observations [50]. In another study [53], the
structural stability of PET-degrading enzyme (i.e.,
PETase) in a complex with copolymers at high tem-
peratures was examined. The results obtained from
the G	oMartini simulation were in agreement with
the temperature-dependent conformation observed
in AA-MD simulations [53].
One of the most notable applications of the

G	oMartini approach is in the nanomechanics of
proteins that requires the use of steered molecu-
lar dynamics (SMD) simulations. The level of CG
in this approach has the advantage of reaching ex-
perimental time and length scales while maintain-
ing a detailed description of the system at the
molecular level26. In this particular aspect, sev-
eral studies have dealt with the nanomechanics of
Aβ40, Aβ42, α-synuclein, and other self-assembly
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peptides [43, 45, 46]. These investigations have
shed light on the stability of biological �brils [54]
and their signi�cance in the progression of neu-
rodegenerative diseases, as well as on the me-
chanical properties that can be used to develop
new materials with industrial uses [43, 45, 46].
In another study, the unbinding pathways of the
complex anticalin:CTLA-4 and its nanomechan-
ics under various pulling geometries, which led
to diverse force�distance pro�les, were investi-
gated using AFM single-molecule force spectroscopy
(SMFS) experiments and G	oMartini simulations.
As a result, this approach explained the ob-
served experimental patterns of mechanical stabil-
ity that were attributed to pulling geometries and
to the loss of native contacts between secondary
motifs [40, 44].

4.2. Martini 3

The recent version of Martini 3 for proteins [2]
and other polysaccharides [55�57] has improved the
ability of G	oMartini to study large conformational
transitions in protein under several environmental
conditions. The protein copper, zinc superoxide dis-
mutase was the �rst use of G	oMartini and Mar-
tini 3 for the study of conformational events [42].
The authors captured the allosteric e�ect of the
G93A mutation on the electrostatic loop (EL).
Note that the larger �exibility of EL causes the
opening of this loop, which further destabilises
the zinc-binding site of this enzyme via an in-
crease in the hydration levels. In accordance with
hybrid quantum-mechanical/molecular-mechanical
MD simulations, the opening of the EL was re-
produced using simulations, as well as its confor-
mational �exibility. This study paved the way for
the utilisation of the G	oMartini methodology in the
comprehensive examination of mutations and their
allosteric e�ects on the structure and function of
proteins.
The implementation of CG-MD simulations em-

ploying the G	oMartini strategy resulted in the
identi�cation of a second phosphatidylinositol 4,5-
bisphosphate binding site on the C-terminal domain
of the tubby protein. The validation of this new
binding site was carried out by mutating charged
residues to alanine, both in silico and in living cells.
It was shown that the a�nity for phosphoinositide
was reduced in both experiments [58].
In a study of the accessory factors UbiJ and

UbiK, the G	oMartini approach was used to im-
prove the sampling process. Also, the absorption of
a trimeric protein in the membrane was studied.
A contact pro�le along an AA-MD simulation be-
tween the protein and the membrane was necessary
to tune the CG model, which improved the accuracy
of the interactions [59]. Small bifunctional molecules
capable of modulating protein-membrane interac-
tions were studied by G	oMartini [60]. The CorA

transport system asymmetric gating mechanism
was investigated using the same method. For this
purpose, both AA-MD and CG-MD simulations
with di�erent conformations of the protein chain
were performed. The highly dynamic conforma-
tional changes observed in the set of simula-
tions were consistent with recent structural stud-
ies. Based on previously reported information and
results from the CG simulations, the authors pro-
posed a patent on the novel asymmetric gating
model for this protein system [61].
The giant mechanical stability of the adhesion

bone sialoprotein-binding protein (Bbp) of Staphy-
lococcus aureus and its role in bio�lm formation
have been recently investigated using AA-MD and
G	oMartini SMD simulations. Single-molecule force
spectroscopy [44] has given evidence of such a
high degree of mechanostability in Bbp. Additional
experiments on the Bbp-�brinogen-α complex re-
vealed that this is one of the most mechanostable
protein complexes studied so far. These results
agreed with experimental SMFS data [44].
The G	oMartini approach has proven to be use-

ful for the study of diverse protein systems, reveal-
ing details about their nanomechanics, allosteric ef-
fects, and a deeper appreciation of their conforma-
tional �exibility. It is possible to extend this ap-
proach to the study of protein complexes with di-
verse oligomeric states by using the work�ow de-
picted in Fig. 3. G	oMartini can compensate for
protein�protein interactions that cannot be fully
captured by the Martini 3 force �eld, enhancing our
tools for the analysis of these complexes.

5. Conclusions

An interesting alternative for the study of
biomacromolecular events at the nanometric scale
and with a temporal resolution closer to experimen-
tal studies is presented by the G	oMartini approach.
The scope of its application will be widened with
its future expansion to encompass other types of
molecules, such as carbohydrates, lipids, and nucleic
acids. The G	oMartini has become the gold standard
in Martini 3, as it o�ers �exibility by combining
physical and chemical information in the construc-
tion of the contact map in protein. This is a partic-
ular advantage that renders the information stored
in the G	o interaction crucial for the understanding
of the mechanism of protein�protein dissociation, as
well as during the nanomechanical deformation, as
one can track directly the rupture of G	o bonds as it
will be in a continuum system. Martini 2 is used to
overestimate the protein�protein interaction, and in
Martini 3, the protein interface requires the contri-
bution of additional G	o bonds that can be obtained
by the OV+rCSU CM. We anticipate that a combi-
nation of statistical potentials and machine learning
approaches can assist the contact map determina-
tion in protein complexes.
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Fibril formation resulting from protein aggregation is a hallmark of a large group of neurodegener-
ative human diseases, including Alzheimer's disease, type 2 diabetes, amyotrophic lateral sclerosis,
and Parkinson's disease, among many others. Key factors governing protein �bril formation have been
identi�ed over the past decades to elucidate various facets of misfolding and aggregation. However,
surprisingly little is known about how and why �bril structure is achieved, and it remains a fundamen-
tal problem in molecular biology. In this review, we discuss the relationship between �bril formation
kinetics and various characteristics, including sequence, mutations, monomer secondary structure, me-
chanical stability of the �bril state, aromaticity, hydrophobicity, charge, and population of �bril-prone
conformations in the monomeric state.

topics: protein �bril formation, aggregation rate, neurodegenerative diseases, amyloid beta peptides

1. Introduction

The protein folding takes place in an environment
crowded with other biological macromolecules. As
a result, proteins are exposed to intermolecular in-
teractions that may lead to aggregation [1]. There
are about 50 human diseases characterized by ag-
gregation of proteins [2, 3]. A large number of dis-
eases that can be attributed to amyloidosis are due
to the fact that aggregation of pathogenic proteins
occurs both in the extracellular space and in the
cytoplasm and nucleus. The list of diseases asso-
ciated with protein aggregation continues to grow.
Recently, preeclampsia, a pregnancy-speci�c disor-
der, was shown to share pathophysiological fea-
tures with recognized protein aggregation disor-
ders [4, 5]. Although proteins may vary in sequence,
their disease-associated aggregates share a common
�brillar structure known as amyloid �brils, which
have a typical diameter of 7�10 nm and an X-ray
di�raction pattern of about 5 Å on the meridian.

Those diseases have common pathogenic pathways,
in which protein self-assembly results in irreversible
loss of normal structure and function along with the
gain of aberrant and debilitating functions.
A large body of evidence suggests that amy-

loid �brils and associated oligomeric intermediates
are related to several neurodegenerative diseases,
including Alzheimer's, Parkinson's, Huntington's,
prion diseases, type II diabetes, and amyotrophic
lateral sclerosis, among others [2, 6]. The most ex-
tensively studied case is Alzheimer's disease, which
is thought to be associated with abnormal aggre-
gation of so-called beta-amyloid (Aβ) peptides. Aβ
peptides, cleaved from the amyloid precursor pro-
tein [7], mainly adopt two forms: Aβ40 and Aβ42

peptides, containing 40 and 42 amino acids, respec-
tively. For illustration, in this review we will fo-
cus on the aggregation of Aβ peptides. However,
the key factors governing the kinetics of �bril for-
mation should be applied to any protein because
they are based on general principles. For example,
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Fig. 1. Internal (group 1) and external (group 2) factors controlling protein aggregation process.

hydrophobicity, which is one such factor, is clearly
universal since the stronger the hydrophobic inter-
actions, the faster protein folding and self-assembly
occurs.
Although many theoretical and experimental

studies have been carried out in recent decades,
our understanding of the protein aggregation pro-
cess remains incomplete. It is not clear why all
amyloid �brils have the common structural fea-
ture that is a cross-β structure stabilized by back-
bone hydrogen bonds oriented parallel to the �bril
axis. An important question then arises: What fac-
tors play a decisive role in the formation of amy-
loid �brils? Many review articles have been devoted
to this issue [6, 8�13], but none of them fully re-
�ects the overall picture. The purpose of this re-
view is primarily to present the results achieved
over the years by our group, as well as the lat-
est achievements of other groups. There are many
factors that in�uence the aggregation process, and
they can be divided into two main groups: (i) in-
ternal factors related to the intrinsic characteristics
of proteins and (ii) external/environmental factors
(Fig. 1). The �rst group refers to the properties of
a polypeptide chain, including sequence, ability to
resist mechanical forces (mechanical stability), aro-
maticity, charge, hydrophobicity, and population of
the so-called �bril-prone conformation (N∗) in a
monomeric state [14]. The second group involves
external conditions that cause aggregation, such as
temperature, pH, salt concentration, and crowd-
ing. Here, we focus on the �rst group of factors,
namely the role of mutations, mechanical stability,
secondary structures, population of �bril-prone con-
formations, etc.

2. Intrinsic factors

2.1. Impact of mutations on aggregation and
toxicity of Aβ

Alzheimer's disease (AD) is a multifactorial dis-
ease with 70% genetic and 30% environmental
causes. Among genetic factors are genes associated

with a family history of the disease: familial AD
(FAD) and sporadic AD (SAD). Amyloid precursor
protein (APP), presenilin 1 (PSEN1), and prese-
nilin 2 (PSEN2) genes are responsible for the occur-
rence of FAD, while the apolipoprotein E (APOE)
gene is responsible for SAD.
We focus on mutations of Aβ peptides, which are

related to FAD because these peptides are cleaved
from APP by β- and γ-secretases. Mutations can
change the morphology of aggregates and toxicity
(Table I [15�45]), and their study is, therefore, im-
portant for understanding the molecular mechanism
of AD.
Experimental [30, 46�49] and theoretical [50�57]

studies revealed that mutations in the turn region
such as Flemish (A21G), Dutch (E22Q), Italian
(E22K), Arctic (E22G), Iowa (D23N), and Osaka
(E22∆, remove glutamic acid) mutants can change
aggregation properties. While most of them enhance
the toxicity and self-assembly of Aβ, the Flem-
ish mutant reduces not only the aggregation rate
but also toxicity of Aβ40 and Aβ42 [30, 31, 58].
Aβ40(A21G) behaves like the wild-type (WT), but
with a slower expansion phase [58]. In line with
the conclusion of Betts et al. [58], Murakami et
al. [31] observed that the aggregative potency of
the Flemish mutant was lowest among the mutants
at the 21�23 region, and the thio�avin (ThT) dye
�uorescence of this peptide was weaker than WT.
In contrast to A21G, Aβ40(E22G) is more neuro-
toxic and aggregates faster than the wild-type dur-
ing both the lag phase and saturation phase. The
Arctic mutation also changes the formation of Aβ40
wild-type (Aβ40-WT) from network-like to annular
proto�brils [31, 59]. In Aβ42, the E22G mutation
aggregates slightly slower than WT but increases
proto�bril formation [31, 32, 59]. In addition, Lo et
al. [33] have shown that Arctic (E22G) mutation
increases the aggregation rate of Aβ in micelle so-
lution by decreasing helical structure in the 15�25
segment. Liang et al. [34] studied the three-point
mutation of Aβ40 (L17A/F19A/E22G) and found
that Aβ40(E22G) can reduce the toxicity when com-
bined with L17A and F19A by reducing the β-
content and by enhancing the α-helix structure.
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TABLE IMutations of Aβ peptides and their e�ect on aggregation rate, toxicity, and aggregate morphology.

Mutation Reference
Aggregation

rate
Toxicity Morphology

Aβ40(D1Y) Maji et al. [15] reduce reduce oligomer long, unbranched

�brils with smooth margin

Aβ42(D1Y) Maji et al. [15] reduce reduce oligomer long, unbranched

�brils with smooth margin

Aβ40(D1E-A2V) Qahwash et al. [16] reduce increase

(slightly)

short proto�brils

Aβ42(A2F) Luheshi et al. [17] increase increase

Aβ(pE3-42) Jawhar et al. [18] increase increase

Aβ40(A2V) Di Fede et al. [19] increase increase straight, unbranched,

8-nm-diameter �bril

s

Aβ42(A2V) Di Fede et al. [19],

Messa et al [20]

increase increase annular oligomer

Aβ40(A2T) Jonsson et al. [21],

De Strooper et al. [22]

reduce reduce

Aβ42(A2T) Jonsson et al. [21],

De Strooper et al. [22]

reduce reduce

Aβ40(H6R) Janssen et al. [23],

Hori et al. [24]

increase increase

Aβ42(H6R) Janssen et al. [23],

Hori et al. [24]

increase increase

Aβ40(D7H) Hori et al. [24] increase increase mature �bril

Aβ42(D7H) Hori et al. [24] increase increase oligomer

Aβ40(D7N) Hori et al. [24],

Wakutani et al. [25],

Ono et al. [26]

increase increase

Aβ42(D7N) Hori et al. [24],

Wakutani et al. [25],

Ono et al. [26]

increase increase

Aβ42(E11K) Zhou et al. [27] increase increase

Aβ42(K16N) Kaden et al. [28] increase reduce random globular structures

Aβ40(K16N) Kaden et al. [28] increase increase random globular structures

Aβ40(K16A) Kaden et al. [28],

Sinha et al. [29]

reduce reduce long unbranched �brils

Aβ42(K16A) Kaden et al. [28],

Sinha et al. [29]

reduce reduce

Aβ40(K28A) Sinha et al. [29] reduce reduce Long unbranched �brils

Aβ42(K28A) Sinha et al. [29] reduce reduce

Aβ40(A21G) Hendricks et al. [30],

Murakami et al. [31]

reduce reduce

Aβ42(A21G) Hendricks et al. [30],

Murakami et al. [31]

reduce reduce

Aβ40(E22Q) Murakami et al. [31] increase increase ribbon-like structure

Aβ42(E22Q) Murakami et al. [31] increase increase

Aβ40(E22G) Murakami et al. [31],

Nilsberth et al. [32],

Lo et al. [33]

increase increase annular proto�bril

Aβ42(E22G) Murakami et al. [31],

Nilsberth et al. [32],

Lo et al. [33]

increase increase

Aβ40(E22G-L17A-F19A) Liang et al. [34] reduce reduce

Aβ40(E22∆) Ovchinnikova et al. [35],

Berhanu et al. [36]

increase increase

Aβ42(E22∆) Ovchinnikova et al. [35],

Berhanu et al. [36]

increase increase

Aβ40(E22K) Murakami et al. [31] increase increase

Aβ42(E22K) Murakami et al. [31] increase increase

Aβ40(D23N) Murakami et al. [31],

Qiang et al. [37]

NA increase
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TABLE I cont.

Mutation Reference
Aggregation

rate
Toxicity Morphology

Aβ42(D23N) Murakami et al. [31] reduce increase

Aβ42(G25L) Fonte et al. [38],

Hung et al. [39]

NA reduce

Aβ42(G29L) Fonte et al. [38],

Hung et al. [39]

NA reduce

Aβ42(G33L) Fonte et al. [38],

Hung et al. [39],

Decock et al. [40]

increase reduce oligomer

Aβ42(G37L) Fonte et al. [38],

Hung et al. [39]

NA reduce

Aβ(G33L-G38L) Decock et al. [40] increase oligomer NA oligomer

Aβ42(G33A) Hameier et al. [41] increase reduce

Aβ42(G33I) Hameier et al. [41] increase reduce

Aβ40(A30W) Estrada-Rodríguez et al. [42] NA reduce

Aβ42(A30W) Estrada-Rodríguez et al. [42] NA reduce

Aβ40(M35C) Estrada-Rodríguez et al. [42] NA reduce

Aβ42(M35C) Estrada-Rodríguez et al. [42] NA reduce

Aβ42(G37V) Thu et al. [43] NA reduce ellipse-like

Aβ42(V36P-G37P) Roychaudhuri et al. [44] reduce reduce

Aβ40(G33V-V36P-G38V) Roychaudhuri et al. [44] increase increase

Aβ42(G33V-V36P-G38V) Roychaudhuri et al. [44] increase increase

I41K, A42R, I41D-A42Q,

I41D-A42S, I41H-A42D,

I41E-A42L, I41H-A42N,

I41T-A42N, I41T-A42Q,

I41L-A42N, I41Q-A42Y,

I41Q-A42L, I41T-A42M,

I41T-A42I, I41K-A42L,

I41R-A42R

Kim et al. [45] reduce NA

In experimental work on E22Q mutation, Miravalle
et al. [60] have shown that after 24 hours of incuba-
tion in ThS dye, only Aβ40(E22Q) peptide revealed
the presence of short �laments with a ribbon-like
structure, whereas WT and E22K peptides did not
show any presence of the �brous state. In addition,
E22Q has the highest amount of β-structures with
the contribution of β-sheets and β-turns. Murakami
et al. [31] also revealed that Aβ42(E22Q) has the
strongest aggregation in the 21�23 region in com-
parison to WT, Italian, Arctic, and Iowa mutants.
Thus, the Dutch (E22Q) mutation was considered
the most toxic in the 21�23 region [31, 60]. Sim-
ilarly to E22Q, Italian (E22K) mutant aggregates
faster than WT and has more toxicity for both Aβ40

and Aβ42 [31, 60]. These results support the clini-
cal evidence that patients with Dutch and Italian
mutations are diagnosed with hereditary cerebral
hemorrhage with amyloidosis (HCHWA). Another
D23N mutation in the turn region, studied by nu-
clear magnetic resonance (NMR) spectroscopy by
Qiang et al. [37], shows the �bril morphology with
the cross β structure. Murakami et al. [31] have
shown that Aβ42(D23N) (Iowa) mutant has a 2�
3-fold more potent cytotoxicity and slightly slower
aggregation rate than wild-type Aβ42. Deletion of

glutamic acid at residue 22, i.e., E22∆ mutation,
increases the aggregation rate of Aβ42 and Aβ40

peptides, and this mutation is also more toxic than
WT [35]. Berhanu et al. [36] have shown that the
�bril structure of E22∆ is more stable than WT.
Glutamic acid (E) is an important amino acid, be-
ing acidic polar with a negative charge. When E is
substituted by Q or G (neutral amino acids), the
primary structure of Aβ changes and the secondary
structure also changes, resulting in the enhance-
ment of toxicity. Therefore, decreasing the negative
charge at residues 22, 23 of Aβ can increase the ag-
gregation rate and toxicity of this peptide. Electro-
static interactions in this region play an important
role in the thermodynamic stability and neurotoxi-
city of Aβ [61, 62].
Previous studies have shown that the N-terminus

region (residues 1�8 of Aβ40 and 1�16 of Aβ42) is
disordered in the �bril state [63�66]. NMR spec-
troscopy studies revealed that the �bril structure
of Aβ42 forms the parallel β-sheet like a �hair-
pin� [63, 65, 67, 68], and the hydrophilic turn re-
gion bends to form the U-shape. Some simulations
ignored the N-terminus segment, considering only
the 17�42 segment of Aβ42 or 9�40 of Aβ40 [69, 70].
However, experimental studies of the whole
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Fig. 2. A2T, A2V, E11K mutations and secretase cleavage sites [27].

structure of Aβ, including the N-terminus region,
concluded that residues at the N-terminus region
are ordered and play an important role in the whole
sequence of Aβ and its toxicity [71�73]. The �bril-
lar structure of Aβ consists of three β-sheets form-
ing the S-shape [74]. Antibodies bound at the N-
terminus interact well with soluble and insoluble Aβ
species [75]. Thus, the N-terminal region plays an
important role in the Aβ assembly, suggesting that
the binding of small molecules in this region may
inhibit the Aβ-induced toxicity [76].
The H6R (English) [23, 24], D7H (Tai-

wanese) [77], and D7N (Tottori) [24�26] mutations
were found to stabilize the secondary structure
of Aβ, which enhances the aggregation rate [24].
Besides, Aβ40(D7H) has a propensity to form
mature �brils, while Aβ42(D7H) prefers to form
oligomers [77]. Experimental studies revealed that
the D1Y mutation of Aβ40/Aβ42 slows the assem-
bly process [15], while the A2F mutation increases
its toxicity [17]. The two-point mutation D1E-
A2V in�uences the �bril morphology of Aβ40 [16].
While Aβ40 WT forms long �brillar aggregates,
Aβ40(D1E-A2V) develops only proto�brillar mor-
phologies. Cellular toxicity assays indicated that
Aβ40(D1E-A2V) was slightly more toxic than Aβ40

WT to human neuroblastoma SHEP cells and rat
primary cortical and hippocampal neurons. Dele-
tion of the two �rst residues of Aβ42 and the sub-
stitution of glutamic acid at the 3rd position by
pyroglutamic acid, i.e., Aβ(pE3-42), is considered
a key factor in the pathology of AD because of the
high aggregation propensity of the mutant, its abun-
dance in AD brain, and cellular toxicity [18].
The FAD mutation Aβ40(A2V) causes an early

onset of AD [20]. It was revealed that A2V levels
up the aggregation kinetics of Aβ40, but the mix-
ture of Aβ40 wild-type and Aβ40(A2V) reduces the
toxicity of this mutation [19]. For the Aβ42 peptide,
the A2V mutation has a di�erent �bril morphol-
ogy and increases the aggregation rate. The �bril
of Aβ42(A2V) has the prevalent content of annu-
lar structures with higher hydrophobicity and toxi-
city [20].
In contrast to A2V, the A2T mutation has a

strong protective e�ect, preventing cognitive decline
in the elderly without AD [21, 22]. The A2T mu-
tation is located at the second residue in the Aβ
peptide, corresponding to residue 673 in APP and
nearby β-secretase (residue 672 in APP, see Fig. 2).

Zhou et al. [27] studied E682K mutation (site
of β' enzyme in Fig. 2) on APP, corresponding
to E11K on Aβ42. They showed that E11K en-
hances the formation of Aβ from APP by β, β',
and γ enzymes [27] (Fig. 2). Therefore, individu-
als having this mutation can get AD at age 49�53,
i.e., earlier than others [27]. Kaden et al. [28] re-
ported that the K16N mutation (site of enzyme α
in Fig. 2) enhances the toxicity of Aβ when mix-
ing K16N and WT. The aggregate of this mutation
has an oligomeric structure of various sizes. Replac-
ing K with A at residue 16, the K16A mutation
reduces the toxicity of Aβ by changing the mor-
phology of aggregates and increasing the content of
the α-structure [28, 29]. Sinha et al. [29] studied
the K28A mutation, showing that the substitution
of lysine by alanine inhibits Aβ toxicity. In addition,
the K28A mutation reduces the process of conver-
sion in the secondary structure and enhances the
random coil structure. These observations support
the hypothesis that Lys28 stabilizes the nucleation
phase in the �brillization process proposed by Lazo
et al. [78].
The C-terminus region (residues 31�40/31�42) of

Aβ is stable and plays a key role in aggregation
and binding with other ligands [79, 80]. Thus, mu-
tations in this area are of great interest. The glycine
zipper motif at the C-terminus, including glycine at
residues 25, 29, 33, 37, can in�uence the transforma-
tion of a random helix or α-helical structure into a
β-sheet and, therefore, �bril formation. Destabiliz-
ing this structure by mutations is an e�ective way to
study its role [38�41]. Mutants G25L, G29L, G33L,
and G37L, where glycine was replaced by leucine,
were shown to be less toxic than Aβ42 WT in mouse
primary cortical neurons [39]. Research by Fonte et
al. [38] supports this idea; in particular, G37L re-
duces the toxicity of Aβ in all models tested. The
G33L mutation enhances the oligomer structure of
Aβ [41], but when mixed with G38L, this e�ect be-
comes weaker [40]. Thu et al. [43] replaced glycine
with valine at residue 37 and found that the G37V
mutation did not change the rate of aggregation but
reduced the toxicity and changed the �bril morphol-
ogy from network to ellipse-like shape.
In vitro and in vivo experiments showed that

Aβ42 oligomers with the replacement of glycine
33 by isoleucine and alanine are much less toxic
than Aβ42 WT [41]. In addition, mutations G33A
and G33I promoted aggregation by increasing the
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Fig. 3. Initial structure for MD simulation of
Aβ42-WT and I41H-A42N mutation; mutated
residues are in red (panel a). Dependence of the
logarithm of the relative aggregation rate on β-
content; the red circle refers to WT. Linear �t is
y = −1.534+0.071x (R = 0.80) (panel b) [83]. Ref-
erences to experimental data shown in this �gure
can be found in [83].

population of large oligomers (16- to 20-mers) at
the expense of small oligomers (2- to 4-mers). Re-
cently, Rodríguez et al. [42] have studied one-point
mutations K28A, A30W, and M35C on the 25�35
segment of Aβ. They have found that �bril forma-
tion was more dependent on the primary sequence
of peptides than on their length. Mutations A30W
and M35C reduced toxicity by the reducing pro-
duction of reactive oxygen species (ROS) but did
not a�ect the aggregation rate. Thus, the primary
sequence is most important for the cytotoxicity
of Aβ.
In another study, Roychaudhuri et al. [44] found

that the β-hairpin motif with a β-turn at residues
Val36-Gly37 is highly populated in Aβ31−42 but
does not exist in Aβ31−40. In addition, the three-
point mutation G33V-V36P-G38V (VPV) levels up
the β-turn and β-hairpin content at the C-terminus,
increases cytotoxicity, and alters the aggregate mor-
phology. The VPV mutation makes Aβ40 oligomer-
ization as fast as Aβ42, while Aβ42 becomes �su-
per Aβ42�. In contrast to VPV, the V36P-G37P
two-point mutation of Aβ42 produces Aβ40-like
oligomers instead of forming hexamers and dode-
camers. This study showed that the V36P-G37P
mutation leads to the abolishment of β-turn for-
mation at residues 36�37 and reduces the β-content
and toxicity of Aβ42 [79]. Linh et al. [81] performed
all-atom molecular dynamics (MD) simulations of
the full-length Aβ40 and Aβ42 and obtained results

di�erent from those of Roychaudhuri et al. [44],
indicating that the VPV mutation promotes the
β-turn structure at residues 36�37 but is insu�-
cient to make Aβ40(VPV) oligomerization to be-
come like Aβ42 WT [81]. Besides, the β-hairpin mo-
tif at residues 36�37 present in Aβ42 WT does not
appear in Aβ40(VPV).
Kim et al. [45] synthesized mutants by replac-

ing I41 and A42 with less hydrophobic amino acids.
They showed that substitution of these residues
with negatively charged hydrophilic amino acids
(I41D-A42Q, I41D-A42S, I41H-A42D, I41E-A42L),
neutral hydrophilic amino acids (HN, TN, TQ,
LN, QY, QL, TM, TI), or positively charged
residues (I41K, KL, RR, A42R), slows aggrega-
tion. Thus, the last two residues, namely I41 and
A42, play an important role in the aggregation
process and toxicity of Aβ42. Table I shows muta-
tions in Aβ peptides and their impact on various
properties.

2.2. Beta-content in monomeric state

The in�uence of secondary structure on the ag-
gregation rate of protein was studied indirectly by
Chiti et al. [82] by �nding the e�ect of the free
energy change in conversion from the α-helix to
β-sheet conformation (∆∆G). The equation repre-
senting the correlation between the combination of
∆∆G, the change in hydrophobicity (∆Hydr), and
the change in charge (∆Charge) with the aggrega-
tion rates for the mutant κmut and the wild-type
κwt is [82]

ln

(
κmut

κwt

)
= A∆∆G+B∆Hydr + C∆Charge.

(1)

By choosing the appropriate �t parameters A, B,
and C, a high correlation between these quantities
was found. Recently, Thu et al. [83] have calculated
the β-content of 19 mutations of Aβ42 using replica
exchange molecular dynamics simulation in implicit
water. They showed that the experimentally mea-
sured aggregation rate κ depends on the calcu-
lated β-content in monomeric state κ = κ0 exp(cβ),
c = 0.071 with the correlation level R = 0.80
(Fig. 3b). Thus, the higher the β-propensity, the
faster formation of �brils. It would be interesting to
test this conclusion on other systems.

2.3. Population of �bril-prone state
in monomeric state

It is known that in the monomeric native state,
the protein is compact, and in the �brillar state,
it forms an expanded β-structure, which is called
the �bril-prone state N*. Consequently, N* is
an excited state in the energy spectrum of the
monomer [84]. In lattice models, for a chain with
a su�ciently small number of beads, it is possible
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Fig. 4. (a) Relationship between aggregation rate, kinetic stability, and mechanical stability of the �bril state.
(b) Pulling a chain from the �brillar structure to probe its mechanical stability. (c) Force-extension pro�le
with the rupture force de�ned as Fmax.

to perform an exact search of all possible conforma-
tions and �nd the full energy spectrum. The �bril-
prone state population is then de�ned as

PN∗ =
1

Z
exp

(
−EN∗

kBT

)
, (2)

Z =

N∑
i=1

e−Ei/(kBT ), (3)

where Z is the partition function, EN∗ is the en-
ergy of the N∗ state, Ei is the energy of the i-th
state, and N is the total number of states. How-
ever, in most cases (continuum models or lattice
models with long chains), the exact energy spec-
trum cannot be found, and (2) cannot be used to
calculate PN∗ . In this situation the population of
�bril-prone state is approximately estimated using
simulations. Namely, PN∗ is de�ned as the time of
the appearance of the N∗ state during the entire
simulation divided by the total simulation time.
Li et al. [14] proposed that the higher the pop-

ulation, the faster the rate of �bril formation. The
rationale for this hypothesis is that theN∗ state can
serve as a template for �bril formation, and its high
population will promote this process. Using the toy
lattice model [84], it was shown that the �bril for-
mation rate decreases exponentially with increasing
PN∗ ,

κ ∼ exp(−cPN∗), (4)

where the constant c depends on the studied models
and systems. The validity of theN∗-theory (see (4))
has been con�rmed for all-atom [85] and o�-lattice
coarse-grained models [86]. Recently, using the
coarse-grained self-organized polymer-intrinsically
disordered protein (SOP-IDP) model [87] and MD
simulations, Chakraborty et al. [88] have shown that
PN∗ of Aβ42 is larger than that of Aβ40, which indi-
cates that, in agreement with experiment [89], the
former aggregates faster than the latter due to the
two terminal hydrophobic residues. It was shown
that the population of the N∗ state depends on
the morphology of �brils, implying that the shape

of the aggregate depends on the time of its forma-
tion. In other words, the N∗-theory ascertains that
�brillar polymorphism is time-dependent or under
kinetic control [90]. Assuming that the �bril for-
mation obeys Ostwald's rule, which states that the
least stable polymorph would form �rst, followed
by a subsequent transition to a more stable form,
Chakraborty et al. [88] predicted that the S-bend
Aβ42 �bril is more stable than the U-bend form, as
the latter forms faster.

2.4. Mechanical stability of the �bril state

Kouza and co-workers [91] proposed a new de�-
nition of the kinetic stability (Gfib) of the �brillar
state based on the probability (Pfib) of reaching the
�brillar con�guration, i.e.,

Gfib = −kBT ln(Pfib), (5)

τfib = exp (aGfib) . (6)

Their computational study also indicated that the
�bril formation time (τfib) showed no clear correla-
tion with the �bril state energy (Efib) or the free
energy of the system. Instead, τfib displayed an ex-
ponential dependence on Gfib (see (6)). This rela-
tionship between Gfib and τfib can be interpreted
as evidence that the kinetic stability of the �bril-
lar state correlates with the rate of �bril formation.
Moreover, this relationship can be qualitatively un-
derstood using the framework shown in Fig. 4a. On
the one hand, the higher the mechanical stability,
the higher the kinetic stability, determined by (5).
On the other hand, the higher the kinetic stability,
the faster the aggregation occurs. Consequently, the
higher the mechanical stability of the �brillar state,
the faster the �bril formation.
The mechanical stability of the �bril can be ac-

cessed using steered molecular dynamics (SMD)
simulations [91]. Namely, this mechanical stability
can be characterized by the rupture force or the
maximum force in the force-extension/time pro�le
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obtained by pulling a single chain from the �bril
structure (Fig. 4b and c). Using all-atom models
to calculate mechanical stability and �bril forma-
tion time for short peptides such as KLVFF and
FVFLM, the relationship between these two quan-
tities was con�rmed [91]. Aβ42 has been experimen-
tally shown to form �bril faster than Aβ40 [71, 89],
which is consistent with SMD simulations that the
former is mechanically more stable than the lat-
ter [91]. By performing all-atom SMD simulations
for 20 Aβ42 mutants whose aggregation rates are
known from experiments, Thu and Li [92] obtained
clear evidence that the aggregation rate correlates
with the mechanical stability of the �brillar struc-
ture. Since calculating �bril formation times for rel-
atively large proteins using all-atom models is com-
putationally prohibitive, this relationship is very
useful as it allows us to estimate τfib from the rup-
ture force, which can be easily obtained from SMD
simulations.

3. External factors

The process of protein folding, which involves
the transformation of proteins into their three-
dimensional functional conformations or native
states, serves as a core principle in structure bi-
ology. However, proteins are also prone to adopt-
ing energetically preferential aggregated con�gura-
tions, a phenomenon known as protein misfolding
or aggregation. Numerous variables, including the
inherent characteristics of the proteins, the envi-
ronmental physical conditions, or the overcapacity
of the regulatory systems, potentially in�uence this
process. Figure 1 illustrates the standard external
factors that contribute to the protein aggregation
process.

3.1. Temperature

Thermal variations have a signi�cant impact on
the process of associating monomers into higher-
ordered structures [9, 93, 94]. A signi�cant enhance-
ment in the aggregation rate of β-lactoglobulin
was observed as the temperature shifted from 30
to 50◦C [95]. The temperature range of 29�45◦C and
4�40◦C was reported to elicit an acceleration in the
nucleation and elongation phases of self-assembly
for Aβ peptides [96, 97]. Elevated temperatures can
cause the protein to deviate from its native con-
formation, resulting in partially or fully denatured
states in which hydrophobic regions are exposed to
the solvent environment. The presence of such hy-
drophobic cores, as a result of thermal denatura-
tion, increases the likelihood of intermolecular in-
teractions between proteins, leading to the acceler-
ation of the aggregation process [98, 99]. It is note-
worthy that a speci�c subset of proteins exhibits a
phenomenon known as cold-induced denaturation,
where the stability of the native structure is lost at

Fig. 5. U-shape dependence of aggregation time
on temperature (a) and con�ned volume (b). The
fastest aggregation occurs at Tmin and Vmin.

low temperatures, resulting in the acceleration of
the condensation process [100, 101]. Self-assembly
of ribosomal protein L9 occurs faster at 4◦C than
at 25◦C [101]. The reduction of temperature from 37
to 5◦C catalyzed the monoclonal antibody aggrega-
tion [102]. The adherence of temperature-dependent
rate of aggregation of certain proteins to the tradi-
tional Arrhenius law was observed within a narrow
temperature range [103�105]. Nevertheless, the Ar-
rhenius law may not govern the behavior of proteins
within a wider temperature range [94, 106�109].
The complex e�ect of temperature on pro-

teins, both direct and indirect, in�uences the self-
assembly process in multiple ways. However, in gen-
eral, the temporal dependence of aggregation on
temperature can be understood as the trade-o� be-
tween the entropy and energy of the studied sys-
tem, which is typically characterized by a U-shaped
form (Fig. 5a). The minimum aggregation time is
attained at the optimal temperature (Tmin) that
corresponds to the highest rate of aggregation [110].

3.2. Protein concentration

The concentration of proteins plays a pivotal role
in modulating protein aggregation propensity be-
cause it signi�cantly in�uences both the intermolec-
ular distances and the interaction among protein
molecules. The critical concentration is de�ned as
the concentration above which protein self-assembly
occurs. This concentration depends on the spe-
ci�c type of protein and typically �uctuates within
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the micro-molar to nano-molar range in biophys-
ical conditions. Polyglutamine (polyQ) [111], β-
ovalbumin [112], and α-synuclein [113] initiate their
self-assembly at respective concentrations approxi-
mating 3 µM, 7 µM, and 0.7 µM. For Aβ42 and Aβ40

peptides, their assembly thresholds are in the µM
range [114, 115] and could potentially reach nM lev-
els [116]. Furthermore, an increase in monomer con-
centration results in a decrease in both the lag time
as well as the overall time required for aggregation
owing to the intensi�cation of collision frequencies
among the monomers [113]. Nevertheless, high pro-
tein concentration can result in the retardation of
aggregation [117, 118] due to the trade-o� between
on-pathway and o�-pathway oligomers [119].
In the case of protein self-assembly via the pri-

mary nucleation mechanism, the relation between
characteristic times τF (for instance, lag time or
half time) and the concentration c is represented by
τF ≈ c−(nc+1)/2 [120], where nc is the size of the
critical nucleus. It is worth noting that a distinct
dependence on concentration has been discerned in
the scenario of secondary nucleation [121].

3.3. Pressure

High hydrostatic pressure exerts in�uences on the
conformation of proteins, the interactions between
proteins, and the formation of polymers or aggre-
gates through volume modi�cations [122]. Some
studies suggested that the volumetric �uctuation
arising from the exclusion of water from internal
cavities [123, 124], the hydration of hydrophobic
surfaces [125], the dissociation, and the rupture of
associated ion-pair interactions [126] are the un-
derlying causes of pressure-induced protein unfold-
ing and may have a consequential impact on pro-
tein aggregation rates under high-pressure condi-
tions [127�129].

3.4. pH

The acidity of a solution (pH) plays a role in the
charge density of the protein surface. A highly acidic
pH environment causes a concentration of similar
charges on the surface of peptides, leading to strong
repulsion and hindering the self-assembling of pep-
tide molecules. For instance, the formation of salt
bridges between Lys28 and Asp23 is prevented due
to the neutralization of residue Lys28 at pH levels
greater than 9.5, resulting in the inhibition of the
self-assembly of peptides Aβ42 [130]. Generally, the
tendency for protein to aggregate increases at pH
values near the isoelectric point of the protein [131].

3.5. Ionic strength

The kinetics of protein aggregation, as well
as the morphological characteristics of aggregated
products, are signi�cantly in�uenced by the ionic

strength of the surrounding medium. Multiple de-
position forms of α-synuclein were noted by Hoyer
et al. [132] within NaCl and MgCl2 solutions.
Amyloid �brillogenesis of β2-microglobulin was af-
fected by the addition of anions SO2−

4 , Cl−, I−,
ClO−

4 to the solution [133]. Other investigations
have explored the impacts of ionic strength on
the propensity for aggregation in proteins such
as β-lactoglobulin [134], islet amyloid polypeptide
(IAPP) [135], Aβ40 [136], or Aβ42 [137].

3.6. Salts

In solution, the binding of unpaired charged
residues or backbones of proteins with the cations
and anions generated from salt dissolution can lead
to alterations in protein structures and protein dis-
solution capacity or a�ect inter-protein interactions,
thereby in�uencing the propensity for protein self-
assembly [138�140]. Adding salt ions to the solu-
tion of HCA II at temperature 328 K switched
HCA II aggregation behavior from a monophasic to
a biphasic mechanism [141]. The competitive for-
mation of amyloids versus amorphous aggregates
was observed by Adachi et al. [142] as they were
studying the e�ect of varying NaCl concentration on
the aggregation rate of β2-microglobulin � bovine
serum albumin kinetics changed from downhill to
nucleation-dependent kinetics in the presence of
guanidinium hydrochloride (GdmCl) and CaCl2 in
the studied solution [143]. NaCl can increase the
rhGCSF aggregation rate [144], yet it can also im-
pede the self-assembly capacity of the recombinant
factor VIII SQ [145].

3.7. Crowding and con�nement

Protein misfolding and aggregation occur in an
environment that includes a variety of components
called crowders. In biological organisms, crowders,
including proteins, sugars, lipid membranes, chap-
erones, nucleic acids, collagen, and others, can ac-
count for up to 40% of living matter [146�148].
In vitro settings, crowders can be arti�cially in-
troduced substances such as nanoparticles [149] or
polymers [150]. Crowders can speed up the self-
assembly process of proteins, which is primarily ex-
plained by their volume exclusion e�ect, which nar-
rows the spatial region available to proteins and
thereby reduces their entropic cost [151�155]. In
contrast, in a densely populated environment with
su�ciently small particles, the aggregation process
may be slowed due to di�usion restrictions imposed
on peptides by crowders [149, 156, 157] or the poten-
tial deformation of proteins from their aggregation-
prone states [158].
Often intertwined in discussions due to their

strong correlation, crowding and con�nement are
distinct yet related concepts in protein aggregation.
Crowding refers to the densely populated milieu
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Fig. 6. Deposition of six peptides on the rough surface in the lattice model (a), the e�ect of varying protein�
smooth surface interaction energy on the protein aggregation time (b), the relation between the aggregation
time and roughness degree of foreign surfaces under the conditions of small and high (c), and moderate
(d) particle�surface interactions. Weak, moderate, and strong particle�surface interactions in (c) and (d)
correspond to entropy-driven, entropy�energy competition, and energy-driven regimes in (b).

in which the aggregation occurs, whereas con�ne-
ment addresses the association of proteins within
the �xed or rigid structures, which may include
chaperones, ribosome exit tunnels, or cytoskele-
ton [159]. The interplay between entropy and energy
in proteins manifests as a U-shaped curve repre-
senting the dependence of protein aggregation rate
on con�ned volume (Fig. 5b). In highly con�ned
spaces, the restriction of the conformational entropy
of proteins prevents them from reaching an optimal
energy state, hence signi�cantly elongating the ag-
gregation time. Conversely, as the volume of con-
�nement increases, the protein conformational en-
tropy experiences a sharp increase, which in turn
leads to a slowdown in the aggregation process [156].

3.8. Foreign surfaces

The phenomena of protein aggregation are not
limited to solution environments but are also ob-
served under various surface conditions. Although
the presence of foreign surfaces can be perceived as
crowding agents, their role extends beyond the tra-
ditional crowding concept, which primarily captures
the global e�ects of the environment on protein self-
assembly. Indeed, the in�uence of foreign surfaces
on protein aggregation has received considerable
attention due to their wide range of applications

spanning drug discovery, new materials develop-
ment, and polymer science [160�162]. Foreign sur-
faces can potentially expedite the aggregation pro-
cess; numerous lipid membranes, for instance, have
been observed to catalyze �bril growth [163�165].
Other examples include mica and glass surfaces,
which have been reported to act as catalysts in the
�brillation of α-synuclein [166] and Aβ18−22 [167].
Conversely, certain external surfaces may have a
suppressive in�uence on the assembly of amyloid
�brils; in particular, the deposition of IAPP was
notably inhibited in a milieu containing surfaces
coated with polymeric nanoparticles [149], as well
as the self-assembly of Aβ42 into �bril-like struc-
tures was slowed down by protein-coated surfaces of
graphene oxide [168]. Additionally, the interaction
between proteins and surfaces could extend to the
modi�cation of �bril morphology [169, 170], some-
times up to the complete alternation of their �bril-
lar structures [171]. Furthermore, the aggregation
propensity of proteins has been demonstrated to
be sensitive to changes in surface topography [172]
and the degree of surface roughness [173, 174], high-
lighting the intricate and subtle nature of protein�
surface interactions.
Applying a simple lattice model for investigating

the aggregation of 8-bead chains on both smooth
and rough surfaces (Fig. 6a), Co and Li [174]
proposed a general scheme for understanding the
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self-assembly in the presence of foreign surfaces.
They found that due to the trade-o� between en-
tropy and energy, a moderately absorbing smooth
surface promoted protein aggregation, while weakly
and strongly absorbing surfaces hindered the pro-
cess (Fig. 6b). For rough surfaces, both weakly and
highly absorbent surfaces tended to increase the du-
ration of the aggregation process (Fig. 6c). However,
moderately absorbent surfaces showed a dual e�ect,
i.e., at higher roughness levels, these surfaces in-
hibited protein deposition, whereas at lower rough-
ness levels, they catalyzed the aggregation process
(Fig. 6d).

3.9. Other external factors

Here we list other external factors that are not
discussed in this review: oxidative stress [175, 176],
organic solvent [177], ligands [178], freezing [179],
thawing [180], metal ions [181, 182], UV illumi-
nation [183], drying [184], pumping [185], sur-
factants [186], biopolymer [187], interface- and
mechanical-force-mediated amyloid formation [188].

4. Conclusions

In this review, we have focused on new devel-
opments related to intrinsic and external factors
that can in�uence protein aggregation. For many
decades, protein folding research has been domi-
nated by the assumption that thermodynamics de-
termines protein structure and function. However,
recent experimental evidence supports the newly
emerging paradigm of non-equilibrium control of
protein behavior [189]. Speci�cally, the speed of
synthesis of proteins in the ribosome greatly in�u-
ences their properties, mRNA sequence evolution,
and disease. Consequently, studying the e�ect of
translation kinetics on protein misfolding, aggrega-
tion [190], and related diseases will be of great in-
terest in the near future.
The relationship between viruses and amyloids is

attracting more attention. Aβ aggregation, for ex-
ample, was found to be promoted by the HSV-1
viral corona both in vitro and in vivo [191]. The
SARS-CoV-2 nucleocapsid protein (N protein) ac-
celerates αS �brillation through electrostatic inter-
actions, inducing cell death [192]. It has been shown
that SARS-CoV-2 proteins can also form aggregates
in isolation [193, 194], and similar results have been
obtained for other virus species, such as the Hendra
and Nipah viruses [195]. Based on the observation
that human amyloids can interact with viruses, in-
terfering with their replication, protein aggregation
has been proposed as a strategy to discover new an-
tiviral agents [196]. Thus, identi�cation of the un-
derlying factors that control virus�amyloid interac-
tions is an important research direction in life sci-
ences.

Finally, the main topic of this review resonates
with the work of Professor Marek Cieplak on pro-
tein droplets, amyloid glass phase in systems of dis-
ordered homopeptides [197], and liquid�liquid phase
separation [198]. The mechanical stability of �brils
discussed here is related to the protein and capsid
stability studied by M. Cieplak et al. [199, 200] us-
ing simple Go models. His work in this direction had
a high impact on the computational community be-
cause it showed that many important results could
be obtained with simple models that did not require
time-consuming simulations. In particular, his con-
tributions in�uenced the development of some of the
ideas presented in this article.
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The accumulation of abnormal conformation by brain peptides and proteins followed by their aberrant
self-assembly into insoluble aggregates is the hallmark of �proteinopathies�, common across many neu-
rodegenerative disorders. Experiments suggest that soluble low-molecular-weight oligomers formed in
the early stages of assembly are neurotoxic, and hence, drug targets. However, the inherent polymor-
phic nature of these short-lived oligomers restricts their experimental characterisation in pathological
protein self-assembly pathways. Here, we shed light on the latest contributions from atomic-level mod-
elling techniques, such as computer-based molecular dynamics simulations in bulk solution and on
surfaces, which are guiding experimental e�orts to map early stages of protein self-assembly in com-
mon proteinopathies, including Alzheimer's and Parkinson's diseases, which could potentially aid in
molecular-level understanding of disease pathologies. Predictive computational modelling of amyloid-β
and tau protein assemblies in Alzheimer's disease and α-synuclein protein assemblies in Parkinson's
disease highlights the potential for identi�cation and characterisation of new therapeutic targets for
currently incurable neurodegeneration.

topics: proteinopathies, self-assembly, computational modelling, molecular dynamics simulations

1. Introduction

Deposition of protein �brillar aggregates is
a characteristic shared by > 50 human diseases [1].
Pathological protein self-assembly with the forma-
tion of inclusion bodies, such as �brils, is the hall-
mark of many neurodegenerative disorders (ND) [2],
or broadly, �proteinopathies�. NDs are a heteroge-
neous group of lethal brain disorders that may be
characterised by symptomatic gradual decline of the
structure and function of central and peripheral ner-
vous systems [3]. They share a signi�cant Global
Burden of Disease (GBD) [4], with World Health
Organization (WHO) projections that dementia will
account for > 1% of total deaths by 2030 [5].
NDs, including Alzheimer's disease (AD), Parkin-
son's disease (PD), Huntington's disease (HD) [6],
prion diseases, amyotrophic lateral sclerosis (ALS),
and other systemic amyloidosis diseases [3], exhibit
distinct aetiologies but share common pathologies.
These disorders could be characterised by amyloi-
dosis or the production of amyloids, where abnor-
mal protein conformations form through sponta-
neous misfolding and self-assembly starting from
their intrinsically disordered native state (intrinsi-
cally disordered proteins, IDPs) [7]. AD and PD are
the most common proteinopathies [8]. Currently,
only �ve Food and Drug Administration (FDA)-
approved drugs are available to treat cognitive

symptoms of AD or slow its progression by re-
moval of brain amyloid [9�11], and a handful of
FDA-approved treatment options address the mo-
tor symptoms associated with PD [12]. Yet, to date,
there exists no clinically e�ective disease-modifying
strategy for AD and PD multifactorial diseases,
creating a massive burden on the management of
symptoms and patient care [13, 14]. To translate
disease-modifying strategies into e�ective clinical
targets, urgent re-evaluation of current therapeutic
and molecular targets is required.
The development of e�ective treatment for AD

and PD is hampered by an insu�cient understand-
ing of the events that trigger the self-assembly
of the monomeric IDPs into higher-order assem-
blies and, eventually, �brils [15]. Knowledge to
date is summarised in Fig. 1 (see also [16]), show-
ing the potential molecular processes from mis-
folded monomeric proteins to self-assembled ag-
gregates. In addition, other mechanisms of amy-
loid toxicity are also proposed from a misfolded
monomer [6, 17, 18], including investigations of
elastic and thermodynamic properties of amyloid-
β and α-synuclein �brils from molecular simula-
tions to understand experimental nanomechanical
characterisation techniques [19]. Mechanical prop-
erties of �brillar assemblies can also serve as a
diagnostic �ngerprint for potential applications or
pathology [20�22], supported by co-development
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Fig. 1. Known molecular mechanisms underlying amyloid pathogenesis to self-assembled insoluble aggregates
of mature �brils further elongated to cross-β sheet �brils and eventually plaques and neuro�brillary tangles in
AD and related dementia, and Lewy bodies in PD and related synucleopathies. IDPs of Aβ, tau, and αS may
undergo primary or predominantly secondary nucleation [16] to form oligomers, which are the critical nuclei for
the growth of seeds into proto�brils and �brils, which, through further polymerisation, lead to mature �brils.
Oligomers and mature �brils may further undergo fragmentation or dissociate to form new seeds.

of reliable measurement techniques and predictive
modelling [23�25]. Amyloid-β (Aβ) [26] and tau [27]
form plaques and neuro�brillary tangles in AD
and related dementia, and α-synuclein (αS) [28]
form Lewy bodies in PD and other synucleopathies.
The neurotoxicity in AD and PD is now gener-
ally attributed to low-molecular-weight aggregates
or small oligomers rather than large amyloid �b-
rils and plaques [29, 30]. However, detection and
isolation of these soluble oligomers has proven di�-
cult due to their short lifetimes, low concentration,
and structural heterogeneity [29] in solution, unless
they are arti�cially engineered to be structurally
stable [31].
The relationship between aggregation rates of

amyloidogenic peptides and their morphological
changes over time is important not only to com-
prehensively map the pathological protein self-
assembly, but also to characterise the shapes and
sizes of the small population of cytotoxic, short-
lived, and structurally diverse misfolded oligomers
to design new potential drug targets [32]. To detect
and measure the metastable oligomers in physiolog-
ical solution, several in vitro and in vivo techniques
have been employed in the past, generating mainly
only qualitative or semi-quantitative data [32], and
therefore computational molecular modelling and
computer simulations have played a major role in
guiding experiments on protein self-assembly. The
presence of biological and non-biological surfaces
or surface�water interfaces is well known to medi-
ate pathogenic protein self-assembly [33]. The in-
teraction between biological lipid membranes and
pathogenic peptides in the context of �bril forma-
tion has been extensively studied [34�36]. The inter-
action between non-biological surfaces and amyloid
aggregation depends on the nature of the surfaces,

which can play a crucial role in either catalysing or
inhibiting the aggregation of amyloid proteins and
is an interesting area that is only beginning to be
explored [37, 38]. In this mini-review, we provide
a perspective on the latest �ndings and recent ad-
vances made in mapping pathological protein self-
assembly. We highlight the importance of computer-
based molecular modelling and simulations sup-
ported by experimental investigations in bulk so-
lution and on biological and non-biological sur-
faces to reveal molecular-level details of the assem-
bly mechanisms, identifying potential early stages
of self-assembly, the role of secondary structures,
and routes to resist toxic aggregation with poten-
tial therapeutic intervening targets focussing on the
proteins responsible for AD and PD pathologies,
Aβ, tau, and αS.

2. Demystifying stages of pathogenic protein

self-assembly from molecular simulations

As discussed above, it is experimentally very dif-
�cult or impossible to characterise thermally acces-
sible states of Aβ, tau, and αS protein assemblies
in AD and PD pathophysiology, so molecular mod-
elling with appropriate benchmarking and exper-
imental validation can help to identify the ther-
modynamic driving force behind speci�c protein
morphologies formed in the self-assembly pathway,
and also to estimate their kinetics (i.e., how fast
these morphologies form) of formation and dissoci-
ation [39]. Computational modelling, in particular
molecular dynamics (MD) simulations, can predict
dynamic local and long-range interactions driving
heterogeneous assemblies [40, 41]. Predictive mod-
els from MD may also provide mechanistic insights

S38



Recent Advances in Mapping Protein Self-Assembly and. . .

into previously unknown self-assembly features at
di�erent stages of pathological protein aggregation,
including those that could be validated, directly or
indirectly, by experiments [42].
One of the earliest instances of very short MD

simulations provided mechanistic insights into amy-
loidogenic misfolding that is involved in the multi-
merisation of PrPSc (pathogenic prion) [43]. The
only information available from experiments was
that the conformational conversion of PrPC (cel-
lular prion) to PrPSc occurred at low pH. Within
ten nanoseconds (ns) of molecular dynamics, the
simulations mapped conformational shifts in the
N-terminal region that were mainly due to the
breaking of charge-stabilised hydrogen bonded in-
teractions at low pH, which was later con�rmed
by amide-proton exchange nuclear magnetic reso-
nance (NMR) experiments [44]. The computational
predictive power of molecular simulations is ever-
increasing due to improvements in hardware and
increased accessibility of high-performance comput-
ing platforms coupled with software developments
in particular advanced sampling methods [45, 46]
and the latest improved force �elds [47, 48] and wa-
ter models [7] for MD, allowing to reach extended
timescales to map physically realistic, and biologi-
cally relevant, protein aggregation pathways.

3. Atomic models of pathological protein

self-assembly

3.1. Modelling self-assembly of Aβ protein in AD

The mechanisms of initial misfolding and aggre-
gation of Aβ in AD have been studied extensively
by MD simulations supported by single-molecule
experimental techniques [49�51]. As Aβ dimers
were identi�ed as the smallest toxic oligomers that
could potentially assemble into neurotoxic proto�b-
rils [52], recent long, multi-microsecond MD stud-
ies have investigated their detailed assembly to re-
veal di�erences in dimer morphologies from the U-
shaped and S-shaped �brillar morphologies indi-
cating signi�cant conformational re-arrangements
in aggregation from small toxic oligomers to �b-
rils [53, 54]. These atomic scale insights are not
readily available from high-resolution experimental
techniques due to the broad distribution of short-
lived dimeric shapes and their rapid self-assembly
into higher-order structures. Similarly, recent tran-
sition path theory (TPT) network and Markov
state models (MSM) based on MD-generated en-
sembles of dimers and higher-order oligomers have
shown the predominance of Aβ oligomer shapes
in directing self-assembly propensities; the compact
metastable dimer matching to the oligomer distri-
bution has been observed experimentally and may
be more toxic than the extended dimers that self-
assemble into larger �brils [54, 55].

A comprehensive study involving microseconds
scale MD simulations of ten di�erent protein force
�elds and cross-correlation network analysis bench-
marked by experimental NMR revealed the very
nascent aggregation-favouring and aggregation-
impeding propensities of fully folded, unfolded,
and partially folded helical states of both Aβ1−42

and αS1−140 (see Fig. 2a). The fully folded he-
lical states optimise the direct intra-protein hy-
drophobic contacts between the termini and the
central hydrophobic domain (CHD) of both pro-
teins which resist aggregation (see Fig. 2b) [56],
while the partially folded helical states may
promote initial self-assembly by long-range al-
losteric coupling between the terminal residues and
the CHD (Fig. 2c) [57].
In another recent work [58], extensive MD simu-

lations predicted the molecular signatures of the dif-
ference in aggregation pro�les visualised by atomic
force microscopy (AFM) experiments on preformed
oligomers in LS-shaped �bril fold (pro�brillar 12-
mers) between peptides Aβ40 and Aβ42 that may
account for the higher pathogenicity of Aβ42 in AD
(Fig. 3). Modelling the orientation of both pep-
tide assemblies on a single layer of graphene as the
interface between graphene and water is an ideal
platform to study peptide assemblies with AFM.
From oligomer�graphene binding energies, the mod-
els predicted that amyloid beta undergoes chain
elongation along the graphene sheet (orientation III,
Fig. 3a, b). Predictions of oligomer model height
pro�les on top of graphene and hydrogen bond
(H-bond) occupancies in three dimers of hexamer
(dimer at one end of the oligomer, denoted as E1,
dimer in the centre of oligomer, denoted as C, and
dimer at the other end of oligomer, denoted as E2)
forming two layers of the 12-mer and validated from
AFM maps (Fig. 3c) revealed unidirectional growth
pro�le for Aβ40 and bidirectional growth for Aβ42 at
the graphene�water interface (Fig. 3d) that may ex-
plain the highly aggregation-prone nature and tox-
icity of Aβ42.

3.2. Modelling self-assembly of tau protein in AD

The microtubule-associated protein tau (MAPT
or simply τ) [59] is implicated in the pathogene-
sis of AD. Tau is an IDP responsible for the poly-
merisation and stabilisation of microtubules and
has two major domains: (i) the projection do-
main, which includes the N-terminal and points
away from the microtubule surface, and (ii) the C-
terminal domain, which binds to microtubules [60].
The polymorphic nature of hTau40 [61] has pre-
cluded attempts to resolve its full atomic struc-
ture experimentally, and recent cryo-EM structures
of tau �laments capture the structural polymor-
phism at �brillar level with paired helical �laments
(PHFs) [62�65], straight �laments (SF) [62, 63], nar-
row Pick's �lament (NPF) [66] in frontotemporal

S39



S. Bhattacharya et al.

Fig. 2. (a) Representative folded (F), partially folded (P), and unfolded (U) helical state structures of Aβ42

in AD and αS in PD sampled from ∼ 36 microseconds MD simulations of helical structures employing ten
alternative force �elds and water models combinations. (b) Residue�residue contact maps showing the helical
F state stabilising the interactions between the N-terminus and CHD of Aβ42, and the C-terminus and CHD
of αS that inhibit aggregation and missing in the P and the U states. (c) Long-range (≤ 20 Å) allosteric
regulation of the CHD by the termini of helical peptides Aβ42 and αS in their P state, which makes them
aggregation-prone.
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Fig. 3. (a) Di�erent starting orientations of Aβ preformed oligomers in �bril fold on top of a graphene sheet
and at the graphene�water interface for running MD simulations. (b) Oligomer�graphene binding energies,
showing that orientation III with a �bril axis along the graphene sheet is most favourable. (c) Model prediction
of maximum oligomer heights on top of graphene and comparison of H-bond occupancies [%] between two ends
of oligomers and the centre of oligomer supports visualisation of AFM maps to reveal Aβ40 chain elongation
in one direction and Aβ42 chain elongation in both directions. (d) Depiction of unidirectional and bidirectional
chain growth of Aβ40 and Aβ42, respectively, at the graphene�water interface.

dementia, and very recently non-helical �la-
ments [67] in AD, leaving out details of the
morphological features of oligomer assemblies
that could not be characterised experimentally.
Post-translational modi�cations, including hyper-
phosphorylation of tau, trigger its self-assembly by
decreasing its microtubule-stabilising ability [60]
and may act as an important target for disease-
modifying therapies [68]. In addition to the forma-
tion of PHFs in AD, hyper-phosphorylated tau ag-
gregates may form neuro�brillary or glio�brillary
tangles commonly known as �tauopathies� [69].
In this regard, MD simulations have helped reveal

the dynamics of monomer misfolding and dimerisa-
tion of the four microtubule-binding (MTB) repeat
domains (R1�R4) constituting the core of tau �brils
with R3 monomers forming β-sheets while both R2
and R3 repeats aggregate into metastable β-sheet-
rich dimers, especially residues composed of the
PHF6 hexapeptide of R3 [70]. A more recent MD

simulation study predicted the aggregation propen-
sity of the repeat domains of tau peptide where the
R3�R4 (residues 306�378) monomer may form tran-
sient β-hairpins within the R3 repeat and between
the R3 and R4 repeats in bulk solution, but sponta-
neous β-sheets insertion was not observed in mod-
elling on the membrane surface [71]. MD simula-
tions have also been coupled with MSM and TPT
models to uncover the tau misfolding kinetics and
structural features of the key R3 repeat domain at
the atomic scale, where a critical intermediate state
was noted for the formation of two target β-sheet
structures [72].
A number of recent simulations have focused

on investigating the morphologies of tau oligomers
and �brils. For instance, it was predicted through
atomistic MD simulations that the C-shaped con-
formation of the �bril core is retained only by
the R3�R4 repeat domains, while the R1�R2, �rst
and second repeat domains, tend to have a linear
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Fig. 4. (a�d) Final conformation of tau microtubule-binding domain (MBD) pro-�brillar structure formed
after 1 µs each of free molecular dynamics (MD) in water under physiological conditions for (a) WT, (b)
P301L, (c) K280∆, (d) and double mutant P301L+K280∆. (e) Comparison of the average number of H-bonds
(computed over the last 250 ns dynamics) between two monomer chains at one end (E1), central or middle
dimer (M), and the other end dimer (E2) of each hexamer tau MBD model. (f) Comparison of conformational
energies for the crystalline domain of the tau MBD hexamers.

shape [73]. This model �nding of a C-shaped �bril-
lar core formed by R3 and R4 domains was later
con�rmed by experimental cryo-EM structures of
tau proto�brillar straight �laments (SF) [62]. Multi-
scale MD simulations (both atomistic and coarse-
grained MD) to explore the conformational fea-
tures of hyper-phosphorylation on tau repeat do-
mains (R1�R4) showed that hyper-phosphorylation
exposes the repeats to bulk solution, which could
further promote tau �lament self-assembly [74]. The
latest study also proposed MD models of the hyper-
phosphorylated NPF �bril repeat domains at three
experimentally observed phosphorylated Ser sites
(S262, S324, and S356) in the MTB domain [75].
Mutations E264G and D358G were engineered on
the wild-type (WT) narrow Pick's �lament to un-
derstand the function of E264 and D358 residues on
the local conformations and compare them with the
�brillar architecture of hyper-phosphorylated NPF
from microseconds scale atomistic MD simulations.
The models revealed that the mutant and hyper-
phosphorylated NPF showed a major morphological

departure from the WT narrow Pick's �lament and
that the repeat-speci�c sequence of the C-terminal
hexapeptide strongly guides and in�uences the con-
formational properties of the PGGG motif that
�anks the hexapeptide in tau [75].
Through four-microsecond atomistic MD simu-

lations, we recently modelled the driving forces
behind the assembly of pro-�brillar hexameric
oligomers of two familial mutations within the MTB
repeat R1�R4 domains of tau, namely the P301L
substitution and the deletion mutation K280∆
(both known to cause frontotemporal dementia).
The models identify their pro-aggregation capabil-
ity due to their innate core packing by R2 and
R3 and the overall stability of hexamers in their
�brillar fold that facilitates pro-�brillar elongation
compared to the WT and a control double mu-
tant, P301L + K280∆ of the MTB R1�R4 domain
(Fig. 4a�d) [76]. Based on H-bond networks, the
models predicted H-bond strengths with regard to
three dimers in the hexamer: the dimer at one end of
the �bril (denoted as E1), the dimer in the middle of
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Fig. 5. (a) Density of height distribution pro�le of αS assemblies without Cu(II) at the gold�water interface
from MD simulations matched up with particle height distributions from AFM maps on ultra-�at gold predicts
αS trimer as the critical nucleus for �bril growth. (b) Representative snapshots of Cu (II)-bound monomer and
oligomer constructs at di�erent Cu(II) concentrations (low concentration � Cu2+: monomer = 1 : 2 and high
concentration � Cu2+ : monomer = 1 : 1). Increase in Cu(II) concentration do not sample more stable trimers,
as con�rmed by their conformational energies. (c) Model predicted trimer height distributions at higher Cu(II)
concentrations on the gold�water interface con�rmed to be annular oligomers from AFM particle height pro�le
on ultra-�at gold.

the �bril (denoted as M), and the dimer at the
other end of the �bril (denoted as E2). We noted
almost no di�erence in H-bond strengths of E1 and
E2 for WT tau, indicating that the WT hexamers
may not undergo pro-�brillar growth in one direc-
tion. The maximum di�erence in H-bond strength
of E1 and E2 is observed for K280∆ followed by

P301L+K280∆, with P301L showing the least dif-
ference (Fig. 4e), which supported previous exper-
imental observations that K280∆ mutation leads
to enhanced overall aggregation kinetics with in-
creased nucleation and elongation rates, while the
P301L mutation leads to a stunted �bril growth rate
compared to K280∆. The models predicted that the
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thermodynamic stabilities of hexamers in the �bril-
lar fold and core packing of the tau crystalline do-
main are signi�cantly altered by the missense mu-
tations, P301L and K280∆, indicating they may be
more oligomer-like (Fig. 4f).

3.3. Modelling self-assembly of αS protein in PD

Several lines of evidence have shown that β-sheet-
rich αS oligomers may trigger neurotoxicity mainly
by disrupting membrane integrity, including impair-
ment of protein degradation and function of mito-
chondria and endoplasmic reticulum [77]. In a pre-
vious work [78], we used extensive MD simulations
to model the location of several hotspots in the hy-
drophobic segment (residues 71�82) of non-amyloid
β component (NAC region) �brils that initiates αS
self-assembly, which in both termini of NAC could
change the populations of di�erent fold morpholo-
gies adopted by NAC. The models predicted that
at a lower temperature, both WT and mutant αS
are sensitive to the solution environment, includ-
ing the physiological salt concentration, which de-
creases the stability of WT NAC �brils and may
shift the relative stability of di�erent NAC mutants.
The models provide new insights into the polymor-
phic conformational states of αS �brils to help pre-
dict the binding sites of new and existing protective
inhibitors.
A recent MD study of full-length αS monomer

misfolding and dimerisation revealed that both
monomers and dimers mainly adopt disordered
conformations with partial helices around the N-
terminus, which is known to bind lipids and form
α-helices [79]. β-sheets were mainly formed in the
N-terminal tail and the NAC region, with the C-
terminus remaining mostly unstructured. Further,
dimerisation enhanced the β-sheet content with
a subsequent decrease in disorder, with the in-
teraction of the C-terminus with the N-terminal
tail and NAC regions indicating the prevention of
αS self-assembly [80]. Multi-scale MD was also re-
cently used in conjunction with NMR and cross-
linking mass spectrometry (XLMS) to probe the
interactions of αS with anionic lipid cellular mem-
brane [81]. The computational and experimen-
tal models reveal a break in the helical struc-
ture of the NAC region of αS that possibly pro-
motes oligomer formation. Speci�cally, liposome-
bound αS showed β-strand formation in the NAC
region, and MSM models indicated a membrane-
interacting αS mechanism via the dynamic helix
break in the NAC region for pathogenesis in PD.
To identify the cellular lipid membrane-mediated
polymorphic folds of αS �brils, six structures of αS
�bril�lipid complexes were identi�ed with cryo-EM,
and the lipid��bril interactions were revealed using
MD simulations along with solid-state NMR (ss-
NMR) spectroscopy [82]. The models revealed that
phospholipids promote an unusual arrangement of

proto�laments, which �ll the �bril central cavities,
identifying a potential mechanism for the neurotox-
icity in PD by �bril-induced lipid extraction.
In recent work [83], we modelled di�erent

oligomeric assemblies (monomers, dimers, trimers,
and hexamers) of the αS protein at low and high
copper (Cu(II)) concentrations, because copper is
one of the metals found in high concentration in
the post-mortem PD patient brains. MD simula-
tions were performed at the gold�water interface,
as αS aggregates were visualised and quanti�ed on
ultra-�at gold in water through AFM (Fig. 5) [83].
Our model distribution of density of the heights of
assemblies in a Cu(II)-free environment predicted
proximity of αS monomer and dimer with spher-
ical particles measured in AFM, trimer with the
proto�brillar fold in AFM and hexamer having a
�brillar fold (see Fig. 5a). So, we propose that
trimers are the minimal critical nucleus for elonga-
tion of αS proto�brils at the gold�water interface.
Our simulations show that there are signi�cantly
tighter assemblies with increasing concentrations of
Cu(II), as seen from the assembly height distribu-
tions at the gold�water interface and their confor-
mational energy pro�les, except for the trimers for
which we noted that increased copper concentra-
tion does not make the trimers thermodynamically
more stable (Fig. 5b). At low Cu(II) concentra-
tion, the trimer retains their assembly fold, but at
higher Cu(II) concentration, the trimer shifts to a
di�erent conformation indicative of an atypical fold,
which was con�rmed from AFM particle heights to
be annular-shaped oligomers corresponding to our
model heights of trimers at high copper concentra-
tion (Fig. 5c). We propose such highly toxic annular
oligomers as potential drug targets for treating PD.

3.4. Modelling the aggregation-resistant αS helical
tetramer protein in PD

The latest experimental �ndings by a num-
ber of groups have proposed that αS may ex-
ist as α-helically folded tetramer that resists fur-
ther aggregation under normal physiological condi-
tions [84, 85]. There are many contradictory view-
points on whether αS is a predominantly disordered
cytosolic monomer that is aggregation-prone [86],
as long understood [87], or a cytosolic α-helically
folded tetramer that is aggregation-impeding, as re-
cently discovered [88�90]. It is now believed that the
unfolded monomeric and helically folded tetrameric
states may be in dynamic equilibrium with each
other [91, 92], as evident from the familial PD caus-
ing missense mutations which shifted the tetramers
to pro-aggregating monomers precipitating neuro-
toxicity by decreasing αS solubility [93]. It was also
shown that homologous E→K mutations destabilise
αS multimers (including helical tetramers) and in-
duce monomer aggregation at membranes to form
vesicle-rich inclusions [89, 94].
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Fig. 6. (a) Initial conformations of four full-length α-helical αS tetramers (T1�T4) in both side and top
views. The �rst and last residues of the loop that connects α1 and α2 segments are labelled. The heavy atoms
(top view) of residues 71�82 are represented as van der Waals spheres with hydrophobic, acidic, basic, and
polar residues coloured white, red, blue, and green, respectively. (b) Final structures of di�erent helical αS
tetramer conformations (T1, T2, and T4 for wild type, T1_M, T2_M, and T4_M for mutant) computed
following 200 ns simulations, shown in side and top views. The tetramer T3 is not stable and is not included
here. The corresponding conformational energy (in 103 kcal/mol) averaged over the �nal 20 ns of dynamics
is shown for each tetramer. (c) Top: Role of helical tetramer in the pathological aggregation of αS. The
hydrophobic NAC is also represented as the surface. Bottom: The proposed molecular pathways to decreased
tetramer:monomer ratios in the mutant. Energy levels are estimated according to the calculated conformational
energy of disordered αS monomers, helical αS monomers and tetramers.

However, there are very limited computationally
veri�ed models or MD simulation studies to date
on the helical αS tetramers. One MD study that
used a fragment-based approach to construct ener-
getically favourable full-length αS suggested that
the sampled structures with amphipathic helices
can self-assemble via hydrophobic contacts to form
tetramers [95]. In another study, a combination

of replica exchange MD (REMD) and variational
Bayesian weighting (VBW) methods was used to
generate monomers, α-helical- and β-strand-rich αS
trimers and tetramers in an attempt to resolve the
controversy regarding experimentally observed αS
native structure [96]. The authors noted that the en-
semble is dominated by disordered monomers, with
very few helical trimers and tetramers, although
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Fig. 7. (a) Designed αS NAC oligomers from
dimer to octamer in side and top views at the start
of the MD simulations (top panel, after minimiza-
tion and equilibration) and after 200 ns of uncon-
strained dynamics (bottom panel) in water. (b) Ac-
tivation energy of formation of αS multimers from
monomer to octamer. Horizontal axis number n
from 1 to 8 indicates growth from monomer to oc-
tamer.

the tetrameric states had signi�cant helical con-
tent. Another simulation study observed that αS
tetramer from a completely disordered state exhib-
ited appreciably reduced stable β-sheets in compari-
son to dimers and a more stable helical content than
either monomer or dimer [97]. Finally, by employ-
ing a steric parameter, correlations were obtained
between the main and side chains of αS monomers
and tetramers, revealing residues consisting mostly
of parts of KTKEGV repeats that could potentially
mediate the formation of helical tetramers [98].
Given that hydrophobic packing plays an impor-

tant role in the folding and stabilisation of glob-
ular proteins [99], for IDPs like αS that display
a broad distribution of conformational substates
under physiological environment [7], hydrophobic
interactions have been suggested to be a ma-
jor driving force governing their self-assembly into
oligomers, as �hydrophobes� also pack along the �b-
ril growth axis [100]. We note that most homomers
have high structural symmetry [101], and cyclic

symmetries are thought to be the basic building
blocks for the de novo design of self-assembling pro-
teins such as water-soluble α-helical barrels [102]
and helical bundles with high thermodynamic sta-
bility [103]. We used this preliminary knowledge to
model and rationally design αS tetramers, which
are nevertheless homomeric assemblies. We probe
the free energy landscape of αS tetramerisation
from four alternatively designed WT broken α-
helical constructs (T1�T4) and their familial mu-
tants T1_M, T2_M, and T4_M (Fig. 6a,b) and
identify the active state corresponding to the con-
formation attained by a monomer when bound in
a stable tetramer [104]. In the process, we designed
the most thermodynamically stable (tetramer T4)
de novo broken α-helical tetramer with a recon-
structed loop motif using available experimental
data [105]. Our results highlight that optimisation
of inter-monomeric hydrophobic packing in NAC re-
gions facilitates assembly to a stable broken water-
soluble α-helical tetrameric construct, with sec-
ondary roles of the termini in regulating stabil-
ity [104]. Moreover, we show that PD-causing fa-
milial mutations may create a much higher energy
barrier for association of α-helical monomers into
the aggregation-resistant α-helical tetramer, shift-
ing tetramer�monomer equilibrium back towards
aggregation-prone disordered monomers (Fig. 6c).
Following our designed de novo broken α-helical

αS tetramer assembly in [104] with residues Val3�
Val44 and Lys51�Thr92 forming two α-helices,
we further designed a more stable αS broken
α-helical tetramer construct using the same αS
helical monomer as the building unit. Addi-
tionally, oligomers/multimers from dimers to oc-
tamers were modelled using the same designed
broken α-helical monomer structure (Fig. 7a).
The initial helical multimeric structures contained
NAC regions with Cn symmetry. We charac-
terize the thermodynamic and kinetic properties
from MD simulations of both WT and quadruple
mutated (E46K + H50Q +G51D + A53T) α-helical
tetramers from the re-designed, more stable de novo
α-helical tetramer assembly in order to elucidate the
proposed hypothesis that tetramers may be ubiqui-
tous in nature compared to α-helical αS oligomers
from dimer to octamer [106]. Our models revealed
that although the conformational stability of αS
oligomers increases linearly with the number of
monomers, the assembly of αS multimers proceeds
via multiple energy barriers. The tetramer shows
the lowest activation energy (Fig. 7b), which may
explain its ubiquity.

3.5. Modelling co-assembly of pathological proteins
in AD and PD

It is becoming increasingly clear that co-
aggregation or cross-seeding assembly of amyloid
proteins may be more neurotoxic than their self-
assembly in AD and PD pathogenesis [107], and

S46



Recent Advances in Mapping Protein Self-Assembly and. . .

there are several clinical overlaps in symptoms
and pathologies between AD and PD. A previous
MD study investigated the plausible early assembly
pathways in PD and AD through cross-dimerisation
of αS1−95 and Aβ1−42 to reveal that the imper-
fect KTKEGV repeats in the N-terminus of αS
may be responsible for forming inter-protein salt
bridges with Aβ and NAC in αS may closely inter-
act with Aβ hydrophobic core to form these hetero-
assembled pathological protein complexes [108]. In
a more recent study, MD simulations investigated
the impact of αS�Aβ hetero dimerisation, showing
that αS directly interacted with Aβ monomers and
dimers, aggregating to potentially toxic β-barrel in-
termediates [109]. The αS�Aβ binding was medi-
ated by the N-terminal end and NAC region in
αS and the central hydrophobic cluster (CHC) C-
terminus in Aβ.
Recent REMD simulations identi�ed the confor-

mational ensembles formed by the co-aggregation
of CHC of Aβ (Aβ16−22) and each of two core seg-
ments of tau (PHF6∗ and PHF6) [110]. The het-
erooligomers formed were found to be rich β-sheet,
with PHF6 and Aβ16−22 aggregate forming closed
β-barrels, while PHF6∗ and Aβ16−22 aggregate form
open β-barrels. Hydrophobic and π�π stacking in-
teractions were found to be crucial for the formation
of toxic closed β-barrel between PHF6 and Aβ16−22.

4. Conclusions

To identify new therapeutic targets for com-
mon proteinopathies such as Alzheimer's (AD) and
Parkinson's diseases (PD), a comprehensive map of
the molecular-level detailed pathway of early stages
of self-assembly of pathological proteins is required,
especially to structurally de�ne the rare, polymor-
phic and short-lived toxic oligomeric intermediates.
A number of in vitro and in vivo experimental tech-
niques in the past have attempted to uncover the
morphologies of pathogenic oligomers, but with lit-
tle to no success, mainly due to a lack of a reliable
quanti�cation method. Computer-based molecular
modelling and molecular dynamics (MD) simula-
tions then have provided signi�cant insights in guid-
ing experiments on protein self-assembly. In this
mini-review, we have focussed on the recent ad-
vances and latest �ndings from modelling and MD
simulations of pathological protein self-assembly in
bulk solution and on surfaces and interfaces that
reveal some key structural and morphological de-
tails, thermodynamic driving forces, and kinetics
of formation of several assembly constructs, includ-
ing oligomers of proteins amyloid-β (Aβ) and tau
in AD and α-synuclein in PD. We remain hopeful
that fundamental simulation-guided research will
uncover new therapeutic targets for these common
proteinopathies and foster e�orts to re-engineer
functionality in pathogenic amyloids, like designer
nanostructured materials [111�113].
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We investigate the signi�cance of cavities within biological structures, ranging from single proteins to
large complexes, such as viruses and even protein clusters composed of intrinsically disordered proteins.
Utilizing our SPACEBALL algorithm, we detect empty spaces within these structures and quantify their
volumes. This enables us to elucidate the impact of cavities on the properties of the given structures.
Finally, we discuss how the presence of cavities in protein clusters facilitates the assessment of their
hydration levels within a coarse-grained implicit solvent approach. Our discussion aims to demonstrate
that the functions of various proteins originate from their speci�c tertiary structures containing cavities.

topics: cavities in biological structures, molecular dynamics simulations, viruses, simulations of gluten

1. Introduction

In the intricate world of biomolecular science, the
diversity of shapes that proteins, their aggregates,
and complexes can adopt is a captivating and funda-
mental phenomenon. These varied tertiary or qua-
ternary structures play a pivotal role in determining
the functional capabilities of biomolecules, as they
dictate their ability to interact with other molec-
ular entities [1]. Within this realm of structural
exploration, a number of techniques are employed
to unveil the hidden architectures of biomolecules,
each o�ering a unique perspective. Notable among
these methodologies are nuclear magnetic resonance
(NMR) spectroscopy, X-ray crystallography, and
electron microscopy, which empower researchers to
construct precise atomic models [2]. These models,
once derived, serve as the foundation for theoretical
analyses, shedding light on the detailed mechanisms
of biomolecular systems.
Intriguingly, these investigative techniques occa-

sionally unveil enigmatic and fascinating topolog-
ical features within biomolecular structures. Such
�ndings include the knotting of the protein's main
chain [3, 4], the entanglement of two chains within
multi-chain proteins [5�7], or the hidden cavities
within a molecule's core [8, 9]. The most recent of
these discoveries is widely discussed in the context
of pathogenesis-related proteins of class 10 (PR-10),
a category of plant proteins that has long been a
source of scienti�c interest. Despite their conspic-
uous presence and high expression levels, PR-10
proteins continue to confound researchers by defy-
ing easy categorization of their functions. Beyond

their purported roles, these enigmatic proteins have
been found to participate in various biological pro-
cesses, including the regulation of development and
symbiotic interactions with other organisms [10].
Furthermore, they feature a hollow cavity within
their molecular core, formed by a relatively short
polypeptide chain comprising 154�163 residues.
This cavity is surrounded by a seven-stranded
antiparallel β-sheet, intersected by an elongated
C-terminal α-helix, as illustrated in Fig. 1 (see
also [11]). The �gure presents the tertiary structure
of the yellow lupine LIPR-10.2B protein obtained
from the Protein Data Bank (PDB). This struc-
ture was extracted from the LIPR-10.2B/zeatin
complex, which involves the plant hormone, trans-
zeatin [12].
These structural elements are supported by a

V-shaped framework formed by two additional he-
lices, H1 and H2, as demonstrated in previous stud-
ies [13, 14] and depicted in Fig. 1. This distinctive
folding pattern, commonly referred to as the PR-10
fold or Bet v1 fold, owes its nomenclature to the
elucidated crystal structure.
To gain insights into the roles of these proteins, it

becomes imperative to precisely determine the po-
sition of the cavity within a protein and describe its
unique characteristics. This necessity served as the
impetus for research initiated by Professor Marek
Cieplak, resulting in the development of an algo-
rithm and the establishment of the public server
known as SPACEBALL [15, 16]. This innovative
program facilitates the objective identi�cation of
cavity positions and the detailed description of
their geometrical and chemical attributes. Notably,
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Fig. 1. The native structure of the LIPR-
10.2B/zeatin PR-10 protein (PDB: 2QIM) [11]. The
β-strands (S) and α-helices (H) are numbered con-
secutively from the N- to the C-terminus. The three
zeatin molecules within the protein's hydrophobic
cavity are omitted from the presentation as they
were excluded from the analysis.

SPACEBALL not only enables the characteriza-
tion of cavities within individual proteins, but also
extends its utility to protein aggregates, such as
gluten, and complex systems, like virus capsids.

2. Proteins with cavities

In 2013, the group led by Professor Cieplak cal-
culated the volumes of cavities and described the
surfaces of eighteen plant pathogenesis-related pro-
teins of class 10. At that time, they characterized
the cavities as large, given that the average calcu-
lated volume was 326±162 Å3. Three years later, an
updated algorithm was published, and it yielded an
average volume of 1309±556 Å3 for the same set of
algorithm parameters. The new version of the algo-
rithm accurately accounted for regions in the imme-
diate proximity of the cavity walls. Since the surface
of the cavity interior is often highly irregular, result-
ing in a large volume, the portion of the cavity vol-
ume near the cavity wall contributes signi�cantly to
its total volume [16]. Additionally, for calculations
using the van der Waals radii proposed by Pauling
instead of those proposed by Tsai et al. [17], the
average volume was 1494±609 Å3. The largest cav-
ity, with a volume of 2179 ± 16 Å3, was detected
in LIPR-10.2B/zeatin protein (PDB: 2QIM) [11],
while the smallest, 273 ± 10 Å3, in LIPR-10.2A
protein (PDB: 1XDF) [18]. It is important to note
that in the case of 1XDF, the protein's interior is
composed of three smaller cavities, and the given

Fig. 2. The structures of two PR-10 protein repre-
sentatives with PDB codes (a) 1XDF and (b) 2QIM.
The protein structure is indicated in green, and the
detected cavities are highlighted in red.

value represents the volume of the largest one. Nev-
ertheless, even when the volumes of all three are
summed, this protein ranks at the lower end of the
list of calculated volumes. The structures of these
two proteins and the cavity positions are presented
in Fig. 2.
The expression of PR-10 proteins increases af-

ter viral, bacterial, or fungal infection, as well as
due to abiotic factors, such as cold, drought, oxida-
tive stress, or UV radiation [19, 20]. Despite the
wide range of factors impacting their expression,
no unique function can be attributed to them [20],
as mentioned in the introduction. These proteins
exhibit considerable uniformity in their behavior,
with notable disparities primarily observed in the
internal cavity volumes and variations in the op-
timal folding time [15]. Despite these variations,
they demonstrate mechanical robustness and dis-
play nearly identical structural rupture patterns
when subjected to mechanical forces [15]. This sug-
gests a high stability of the PR-10 fold. Inter-
estingly, this stability is not immediately appar-
ent, given the presence of a large cavity in their
structures [15]. Consequently, it is suggested that
this protein family may serve as versatile ligand
binders, playing diverse roles in small-molecule sig-
naling, transport, or storage. It is essential to high-
light that, owing to variations in cavity volumes,
shapes, topologies, and internal surface amino acid
compositions, individual proteins within this fam-
ily may o�er distinct chemical environments for lig-
ands. This suggests that di�erent proteins possess
the capability to host and potentially transport lig-
ands with varying atomic compositions, in line with
previous suggestions in the literature [12]. Further-
more, this suggests that such proteins can serve as
selectors for ligands.
In 2020, another group led by Professor Cieplak

extended the aforementioned analysis to calculate
the volumes of cavities within each of the 24
280 single-chain protein structures from the CATH
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Fig. 3. (a) Tertiary structure (green) and cav-
ity position (red) in haloalkane dehalogenase
(PDB: 8B6O). (b) Tertiary structure (green) and
cavity position (red) in cholesterol oxidase II
(PDB: 1I19).

database [21]. Their �ndings demonstrated the ex-
istence of cavities with volumes of almost 40 nm3

(PDB: 1KMP, 1KMP, 1PNZ) and a great number
of smaller ones, showcasing the diverse range of cav-
ity sizes within protein structures. It should be em-
phasized that the volume of the smallest considered
cavity is of the order of 12 Å3, which is su�cient
to accommodate a single water molecule. This in-
dicates that cavities initially considered to be large
were found, upon examination of all available struc-
tures, to be relatively small compared to structures
with much larger cavities. Moreover, very often the
role of these large cavities is much better speci�ed.
Beyond ligand binding or small molecule transport,
as mentioned in the case of PR-10 proteins, there
are several other reasons for the presence of cavities
within protein structures. Now, we will discuss the
most interesting ones.
Some cavities act as active sites where enzymatic

reactions take place. These folds provide a speci�c
microenvironment for the binding and transforma-
tion of substrates. One example of structures with
an active site buried in a cavity is haloalkane dehalo-
genases, where the active site is deeply embedded in
the predominantly hydrophobic cavity at the inter-
face of the α/β-hydrolase core domain and the heli-
cal cap domain [22]. The tertiary structure and the
position of the cavity with a volume of 802± 34 Å3

are presented in Fig. 3a. Another example of an ac-
tive site deeply buried within a protein structure is
cholesterol oxidase II. The active site in this case
consists of a cavity (with a volume of 1977±13 Å3)
bounded on one side by the β-pleated sheet in the
substrate-binding domain and, on the opposite side,
by the isoalloxazine ring of the �avin adenine din-
ucleotide cofactor covalently attached to the pro-
tein [23], as presented in Fig. 3b.
Moreover, cavities can play a role in regulating

protein activity. Changes in cavity conformation
may control the accessibility of substrates to the
active site or modulate the protein's overall func-
tion. For example, the protease GlpG of Escherichia

Fig. 4. (a) Structure (green) of the intramem-
brane protease GlpG from Escherichia coli

(PDB: 2IC8) [25] with a single cavity (red) detected
using the SPACEBALL algorithm. (b) Structure
(green) of the StPurL protein (PDB: 1T3T) [26]
with three cavities, labeled CAV1 (red), CAV2
(blue), and CAV3 (purple).

coli can be inactivated via the selective stabilization
of the �exible C subdomain by cavity-�lling muta-
tions in this subdomain. On the other hand, cavity-
creating mutations might enhance GlpG activity by
providing even more �exibility [24]. The structure
of GlpG with a cavity of volume 179 ± 19 Å3, cal-
culated using the SPACEBALL algorithm, is pre-
sented in Fig. 4a (see also [25]).
Cavities also play a crucial role in allosteric reg-

ulation, where binding at one site (allosteric site)
in�uences the activity or conformation of another
site in the protein. Surprisingly, the presence of
empty spaces in the protein can trigger domain
movements that facilitate the activation of the en-
zyme. In the investigation conducted by Tanwar et
al. [26], focusing on the FGAR-AT protein derived
from Salmonella typhimurium (StPurL), it was elu-
cidated that this protein contains speci�c hydropho-
bic cavities that allow for breathing motions. The
residues delineating these vacant regions establish a
correlation network, interlinking them with the ac-
tive centers, thereby constituting a functional com-
munication conduit. Additionally, the protein's re-
gions containing cavities, even if lacking a contigu-
ous network with the active center, demonstrate in-
herent plasticity, rendering them capable of accom-
modating substantial structural perturbations, in-
cluding those leading to direct steric con�icts with
adjacent neighbors. Here, we show that the men-
tioned empty spaces are much larger and more ex-
tensive than previously detected [26]. Using the
SPACEBALL algorithm, we identi�ed three main
cavities in the structure of the StPurL protein, as
presented in Fig. 4b (see also [26]). Their volumes
are: VCAV1 = 6674±249 Å3, VCAV2 = 3416±111 Å3,
and VCAV3 = 1177 ± 93 Å3. The positions of these
cavities within the protein's structure are marked
in red, blue, and purple, respectively.
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Fig. 5. Lysozyme structures from di�erent
biological species: turkey (PDB: 1JEF), dog
(PDB: 1QQY), hen (PDB: 2LZT), and human
(PDB: 1REX). Speci�c cavities, detected using
the SPACEBALL algorithm, are distinguished by
di�erent colors. The largest cavity is marked in
red, the smallest one in orange, the second-largest
in purple, and the third-largest in blue.

Another intriguing example highlighting the im-
pact of cavities on protein activity is found in
the case of lysozymes. According to H. Li and
Y.O. Kamatari [27], the location of cavities within
structures from di�erent biological species remains
the same, despite variations in amino acid se-
quences. We further investigated whether the vol-
umes of cavities at these speci�c locations are com-
parable. To do so, we utilized the SPACEBALL
algorithm for structures from various biological
species, including turkey (PDB: 1JEF) [28], dog
(PDB: 1QQY) [29], hen (PDB: 2LZT) [30], and hu-
man (PDB: 1REX) [31]. The detected cavities align
with the positions reported in the literature [27].
The volumes of these cavities, calculated using the
SPACEBALL algorithm, are recorded in Table I;
see also Fig. 5.
Based on the presented data, we observe that,

despite a signi�cant di�erence in the volume of the
largest cavities, the volumes of the others, which are
more precisely de�ned, are comparable. The sub-
stantial di�erence in the volumes of the largest cav-
ities arises from their less precisely de�ned shapes,
resembling pockets, whose volumes cannot be de-
termined with high accuracy, yet their positions re-
main consistent. This observation underscores the

TABLE I

The volumes of cavities detected in lysozyme struc-
tures from di�erent biological species. The �rst col-
umn speci�es the particular species, the second col-
umn indicates its PDB code, and the third through
sixth columns provide the volumes of speci�c cavities,
as presented in Fig. 5.

Species PDB
V1

[Å3]
V2

[Å3]
V3

[Å3]
V4

[Å3]

dog 1QQY 397± 42 51± 12 39± 11 29± 9

turkey 1JEF 194± 24 68± 11 49± 11 39± 12

human 1REX 154± 20 70± 10 40± 8 30± 5

hen 2LZT 87± 10 75± 9 67± 7 41± 8

potential signi�cance of cavities in the functional
attributes of lysozyme, supporting the perspective
that these cavities play a pivotal role in the cat-
alytic cycle of lysozymes. Their presence allows for
a level of mobility within the active site, maintain-
ing a constant volume available for water molecules.
This arrangement is posited to contribute to the hy-
drolysis of substrate molecules. Furthermore, this
outcome supports the notion that cavities are evo-
lutionarily conserved elements essential for protein
function [27].
The examples discussed so far illustrate the piv-

otal role of cavities in proteins, revealing their sig-
ni�cance. Thus far, our focus has been on cavities
within individual protein chains. Now, we turn our
attention to a larger system � the protein complex
known as the capsid, which serves as the protective
protein coat of a virus.

3. Interior of viral capsid

A virus capsid is an assembly of proteins that
shields viral genomes, possessing remarkable me-
chanical properties that have captured scienti�c in-
terest. This fascination has led to extensive stud-
ies of various capsids to unveil their elastic behav-
ior [32�34]. Computer simulations of nanoindenta-
tion experiments [35�38] have revealed that virus
capsids, especially those protecting single-stranded
RNA, exhibit signi�cant elasticity. The study em-
phasizes that capsid sturdiness results from a com-
bination of protein mechanical properties and inter-
protein binding [39]. Here, we explore whether the
cavity within the capsid also a�ects the virus's sta-
bility.
Our theoretical research is based on molecular

dynamics (MD) simulations, which can be con-
ducted using either all-atom or coarse-grained mod-
els. While all-atom simulations o�er valuable in-
sights, they are limited by computation time. To
address these challenges, we employed a coarse-
grained molecular dynamics model to explore the
mechanical response of a virus capsid, taking the

S54



The Role of Cavities in Biological Structures

Fig. 6. The capsid of the CCMV virus in its basic
native structure (PDB: 1CWP) [40]. The structure
is highlighted in green, while the detected cavity is
marked in red.

cowpea chlorotic mottle virus (CCMV) [40] as an
example. The structural analysis includes the iden-
ti�cation of a cavity with a volume on the order of
5185 ± 2 nm3, calculated using the SPACEBALL
algorithm, as depicted in Fig. 6 (see also [40]).
The model used for the MD simulations has been

developed by Professor Cieplak's group over many
years. This is a G	o-like [41] model where each
residue interacts with other residues via a pairwise
Lennard�Jones potential, while residues in a single
chain are connected by harmonic bonds. The model
is based on representing each amino acid residue
as a single pseudo-atom with an implicit solvent,
and the temperature is controlled by a Langevin
thermostat [34, 42]. The molecular dynamics within
this approach is based on a contact map, i.e., a list
of residues in contact, determined from the PDB
structure through atomic overlaps [17, 43]. Finally,
the native contacts between the Cα atoms i and j
at distance rij are described by the Lennard�Jones
potential

V (rij) = 4ϵ

[(
σij

rij

)12

−
(
σij

rij

)6
]
, (1)

where σij is calculated as σij = 2−1/6 dij for each ij
pair, so that the potential minimum coincides with
the native distance dij , and the binding energy pa-
rameter ϵ is of the order 110 pN/Å. The interac-
tions between residues not in the contact map are
purely repulsive and are modeled using a truncated
Lennard�Jones potential, with a cuto� at the mini-
mum of 4 Å [41, 44�46]. The same criteria for atom
dynamics were applied to describe interactions be-
tween protein chains forming the fully assembled
virus capsid [39, 42].
Within the aforementioned model, we conducted

a mechanostability analysis of the virus capsid
through nanoindentation studies [39]. These studies

Fig. 7. The force F acting on the opposite walls
of the simulation box during the squeezing of the
virus capsid as a function of the distance d between
the walls, considering both empty and full (with the
inclusion of an RNA molecule) CCMV capsids.

involved measuring the force, F , acting on the op-
posite walls of the simulation box while squeez-
ing the virus capsid as a function of the distance,
d, between walls. We considered two structures of
the capsid: the empty structure (PDB: 1CWP) and
the same one but with the inclusion of an RNA
molecule composed of 3171 bases. The RNA is mod-
eled as a chain of beads connected by a harmonic
potential with an equilibrium distance of 5.8 Å.
RNA beads interact only via the excluded-volume
e�ect, which imposes a repulsive interaction for
other RNA beads within a distance closer than 8 Å
or amino acids closer than 6 Å [39]. Both exam-
ined capsids exhibited a linear elastic response un-
der small deformations, followed by a sudden force
drop, signaling irreversible structural changes due
to bond rupture within the capsid, as depicted
in Fig. 7.
It must be noted that in our implicit solvent

model, amino acids receive only random �kicks�
from the thermostat and experience friction, but
we do not consider the potentially stabilizing role
of water within the capsid. However, since the cap-
sid wall is semipermeable, allowing water to �ow in
and out of the capsid [47], we expect this e�ect to
be negligible.
Figure 7 illustrates markedly di�erent mechanical

properties of the examined structures. Inter-protein
bonds break much more easily in the empty cap-
sid but are much more stable in the case of the
one with RNA. This observation reveals another
role of cavities within biological structures, i.e., they
serve as activators of a cascade of inter-chain bond
ruptures after the initial bond breaks, which can
be considered the trigger of this process. Such a
situation is not observed in structures �lled with
an RNA molecule that stabilizes the full structure.
This may suggest that a larger ratio of empty space
to the space occupied by the genetic material within
the virus increases the opportunity for the virus to
break and release the genetic material, but further
research is needed to test this hypothesis [48].
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4. Cavities in protein clusters

Cavities, as discussed thus far, have typically
been described within proteins or their complexes
with well-de�ned structures. Now, we will ex-
plore a slightly di�erent system where cavities can
emerge, namely, within intrinsically disordered pro-
tein (IDP) clusters. A notable example of such a sys-
tem is storage proteins of grains, with gluten made
from wheat [49] serving as an interesting case study
due to its importance in the elasticity of dough in
breadmaking [50]. Gluten can be categorized into
two main fractions: shorter, water-soluble gliadins
and longer, insoluble glutenins [49]. Glutenins are
expected to contribute signi�cantly to the elasticity
of gluten [49, 50]. In contrast, storage proteins from
maize and rice do not exhibit the same extraordi-
nary elastic properties. Here, we present the results
of our simulations involving various systems of in-
terest: gluten, its gliadin and glutenin fractions, as
well as proteins from rice and maize, revealing an-
other function of empty regions within biological
structures.
The research on gluten, similar to the virus cap-

sid case, was conducted within a coarse-grained
model. However, the model described in the pre-
vious section can be applied to simulate systems
with well-de�ned structures. In this assembly, in-
trinsically disordered regions are included, making
it challenging to use a classic G	o-like model [51].
To analyze this system, we modi�ed the model so
that the contact map is no longer based on the na-
tive structures from PDB. Instead, the contact map
is constructed dynamically based on the geometry
of the chain at any given moment. The geometrical
criteria for a contact are derived statistically from a
large database of contacts. The contacts are turned
on and o� quasi-adiabatically, re�ecting changes in
the chain conformation. The model was validated
on a set of IDPs and partially ordered proteins [51],
demonstrating its ability to simulate not only IDPs
but also large clusters of IDPs and partially struc-
tured proteins as the G	o-like contact map can co-
exist with the dynamic one.
The viscoelastic properties of storage proteins de-

pend on their hydration levels [52]. In a coarse-
grained model with an implicit solvent [53], water
molecules cannot be represented explicitly. Instead,
their presence is visualized by cavities within the
simulated system, large enough to accommodate at
least one water molecule but small enough to remain
part of a separate protein cluster. The analysis of
the cavities in the simulated systems was conducted
using our SPACEBALL algorithm [16], enabling the
identi�cation of the number and volume of the cav-
ities.
Our simulations were conducted in several steps.

Initially, the simulation box was compressed to
achieve the desired protein concentration of 3.5
residues per cubic nanometer, as detailed in [52].
In the next step, the system was equilibrated in

Fig. 8. Examples of gluten systems during shear-
ing (a) and pulling (b) deformations. In both pan-
els, the left and right walls attract residues, while
all other walls have periodic boundary conditions.
Residues are represented as balls, and cavities are
shown in pink.

preparation for periodic box deformations. The sim-
ulation box was deformed by shearing, as illustrated
in Fig. 8a, or by pulling, as shown in Fig. 8b.
In both cases, the position of two opposing walls
changed periodically, back and forth. The wall dis-
placement as a function of time was a sinusoid with
an amplitude of 1 nm and an oscillation period
of 40 µs. The residues were attracted to the walls
with the Lennard�Jones potential [54]. Following
�ve full oscillation cycles, the system underwent the
next equilibration. We also performed control sim-
ulations with no periodic deformation. Finally, the
simulation box with a well-equilibrated system was
stretched in one direction to induce the rupture of
the protein network. The same pair of box walls con-
tinually attracted protein residues, causing them to
adhere to these walls and enabling the stretching of
the entire system [54].
In our simulations, we observed a reduction in

the average volume of the largest cavity during
the stretching of all simulated storage proteins [53].
This indicates a decrease in the amount of sol-
vent inside the protein cluster. The result is de-
picted in Fig. 9 (see also [53]) as the ratio of
the volumes of the largest cavity, averaged over
the second and �rst parts of the stretching tra-
jectory. The observation is consistent with exper-
imental �ndings [55] and may correspond to the
stretching-induced release of water molecules [56].
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Fig. 9. The ratio of the largest cavity volumes, av-
eraged over the second (V C

max1) and �rst (V C
max2)

halves of the stretching trajectory for the �ve sim-
ulated storage protein systems. The data for this
graph were obtained from [53]. Both halves of the
stretching trajectory were simulated after the peri-
odic mechanical deformation of the sample.

The high uncertainties in Fig. 9 result from volume
�uctuations during stretching due to the dynamic
nature of this process.
It is important to note that the �nal stretching

is the last stage of the simulation, and the results
presented in Fig. 9 only cover the �rst and second
halves of that stage. Other �gures display results
from an earlier stage of the simulation, namely pe-
riodic deformation, where we periodically distorted
the simulation box to investigate its e�ects on the
system.
To explore this, we examined the total number

of cavities in the systems resulting from either pull
or shear periodic deformation. Figure 10a illustrates
the ratio of the number of cavities in the systems af-
ter and before box deformation in the pulling mode.
The decrease in the number of cavities suggests that
the pulling mode facilitates the merging of smaller
cavities into larger ones during the elongation step.
On the other hand, in the shearing mode, as de-
picted in Fig. 10b, the number of cavities seems
to slightly increase only for gluten. However, this
change is still within the error bar, assessed at 20%,
indicating that the shearing mode does not seem to
lead to the merging of smaller cavities into larger
ones.
This observation is con�rmed by the results per-

taining to the volume of the largest cavity. Its aver-
age value increases signi�cantly in the pulling mode,
while it remains relatively stable in the shearing
mode, as presented in Fig. 11. On the other hand,
when considering the total volume of cavities in the
examined systems, a slight increase is observed in
the pulling mode, as depicted in Fig. 12a. This in-
crease is primarily due to the merging of small cav-
ities, too small to contain a water molecule, into
larger ones. Consequently, the average total cavity
volume is higher. In contrast, the situation remains
stable in the case of the shearing mode, as presented
in Fig. 12b.

Fig. 10. The ratio of the number of cavities be-
fore (ñ) and after (n) periodic deformation for the
5 simulated systems in the pulling mode (a) and
the shearing mode (b). The uncertainty is approxi-
mately ±0.1 for pulling and ±0.2 for shearing.

The presented results show more pronounced
changes in cavity properties after periodic deforma-
tion in the pulling mode (normal stress) compared
to the shearing mode. This aligns with the �loops
and trains� theory [57], which predicts that after
elongation, proteins form �trains� composed of par-
allel chains connected by hydrogen bonds, leading
to the expulsion of water from the system. In the
undeformed state, proteins form loops that are par-
tially solvent-exposed and establish hydrogen bonds
with water (all plant storage proteins contain high
amounts of hydrophilic residues [49, 58, 59]). Clos-
ing these loops by elongating them in one direction
acts as a kinetic trap, compelling the proteins to
remain in the �train� state even when they are no
longer deformed and no stress is applied. This phe-
nomenon explains the lower number of cavities, the
higher volume of the largest cavity (due to water
expulsion), and minimal change in the total cavity
volume � outcomes expected in an explicit solvent
simulation but not necessarily in an implicit solvent
one. In the shearing mode, �trains� are not formed,
and the aforementioned process does not occur, re-
sulting in much smaller changes.
While the di�erences between the studied sys-

tems were smaller than those arising from the de-
formation mode, it is noteworthy that the number
of cavities before and after deformation changed
the most in the gluten system (after pulling defor-
mation, it was the lowest of all, and after shear-
ing, it was the highest), making gluten much more
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Fig. 11. The ratio of the volumes of the largest
cavity after (VMAX) and before (ṼMAX) periodic de-
formation for the �ve simulated storage protein sys-
tems. The error bars are approximately ±0.12 for
the pulling mode (a) and ±0.07 for the shearing
mode (b).

Fig. 12. The ratio of the total volumes of all cav-
ities in the system after (VTOT) and before (ṼTOT)
periodic deformation for the �ve simulated storage
protein systems. The error bars are approximately
±0.11 for the pulling mode (a) and ±0.18 for the
shearing mode (b).

susceptible to changes than, for example, rice stor-
age proteins. This susceptibility may stem from the
fact that the gluten protein network solidi�es after
deformation, forming more hydrogen bonds [50, 57].
Cavities act as �holes� in that network, allowing
adaptation to large deformations [57].

5. Conclusions

We have surveyed various structures containing
cavities, detecting and calculating their volumes.
With support from literature data, we described
the functions of empty spaces within the consid-
ered structures. We concluded that, in the case of
PR-10 proteins, their interior can serve as a space
for ligands speci�c to a particular protein, conse-
quently allowing such proteins to act as selectors for
ligands. Using the examples of haloalkane dehalo-
genase and cholesterol oxidase II, we demonstrated
that cavities provide an environment for enzymatic
reactions. Through the example of GlpG, we dis-
cussed the role of cavities in regulating protein ac-
tivity. Examining the StPurL protein, we illustrated
that cavities are crucial in allosteric regulation. Fi-
nally, based on the analysis of lysozyme structures
from di�erent species, we asserted that cavities play
a pivotal role in the catalytic cycle of lysozyme. Our
calculations supported the notion that cavities are
evolutionarily conserved elements in protein struc-
ture.
Analyzing the mechanostability and structure of

the cowpea chlorotic mottle virus led us to the
hypothesis that the large ratio of empty space to
the space occupied by the genetic material within
the virus increases the opportunity for the virus to
break and release the genetic material.
For the simulated plant storage protein systems,

we correlated changes in the size and number of cav-
ities after periodic deformation with the �loops and
trains� theory [57]. This enabled us to demonstrate
that, even in an implicit solvent model, cavities can
serve as a measure of the hydration level [52], and
processes like solvent expulsion can be simulated us-
ing only geometric constraints [54]. The variations
in the number of cavities also contributed to con-
�rming the unique nature of the viscoelastic gluten
protein network [53].
In all the discussed phenomena, cavities within

protein systems play a pivotal role. The research
initiated by Professor Cieplak in 2013 allowed us to
uncover this role and may shed more light on many
other systems in the future.
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We investigate the impact of narrow tunnels, such as the ribosomal exit tunnel and the entrance of the
proteasome channel, on the dynamics of proteins with and without knots. Our exploration delves into the
potential driving forces behind protein chain movement and their individual signi�cance. Furthermore,
within the framework of protein degradation facilitated by the proteasome, we analyze how the presence
of knots in�uences the protein's entry into the proteasome chamber through diverse approaches. This
discussion illustrates how molecular dynamics simulations within a coarse-grained structure-based model
provide valuable insights into these intricate molecular processes.

topics: molecular dynamics simulations, knots, ribosome, proteasome

1. Introduction

Proteins serve as the workhorses of biology, par-
ticipating in virtually every aspect of life, from fun-
damental cellular processes to complex physiologi-
cal functions. Their versatility and diversity make
them integral to the functioning of living organisms.
Within a cell, the creation and degradation of pro-
teins are crucial processes. The former involves the
extrusion of proteins from the ribosomal exit tun-
nel, while the latter is related to the translocation
of proteins into the chamber within the proteasome,
a complex structure containing ATPases associated
with diverse cellular activities (AAA+ proteases).
Protein degradation plays a pivotal role in main-
taining cellular homeostasis by breaking down dam-
aged or unwanted conformations [1�5]. The struc-
ture and function of these proteins are tightly reg-
ulated to ensure proper turnover and overall cel-
lular function. The crystallographic structures of
the ribosome (PDB: 5XY3) [6] and the proteasome
(PDB: 7QO3) [7], shown in Fig. 1 (see [8�10]), are
provided by the Protein Data Bank (PDB).
Among all proteins, there is a special category

that contains knotted conformations in their native
state. This topology is not very common, as less
than 2% of known structures from the human pro-
teome are knotted [11]. It is extremely important
to conduct research on them because knots in pro-
teins have functional signi�cance, and understand-
ing the knotting process can provide insights into
various biological processes [12]. Moreover, knots
can in�uence the stability and folding kinetics of
proteins, so knowledge about them can be applied
to design more stable structures or predict the fold-
ing behavior of novel protein sequences [13]. Fi-
nally, a very important aspect of examining knotted

proteins is their role in neurodegenerative diseases
such as Alzheimer's, Parkinson's, and Huntington's
diseases, where misfolded proteins aggregate and
form insoluble deposits in the brain [14]. Knots in
proteins may a�ect their propensity to aggregate
and the structure of the resulting aggregates, po-
tentially in�uencing disease progression. Therefore,
part of our research on protein degradation is de-
voted to this not very common but super important
group of structures.

2. CG Model of ribosome and proteasome

Computer simulations of the processes mentioned
above can be carried out using either all-atom or
coarse-grained (CG) approaches. Due to the signi�-
cant conformational changes involved in protein cre-
ation and degradation, simulating them at the all-
atom level can be challenging. Therefore, we employ
a model developed by Professor Marek Cieplak's
group over many years [15�17]. In this model, the
protein is represented using a structure-based ap-
proach, as described in references [15, 18�21], with a
chirality potential responsible for maintaining back-
bone sti�ness. Each amino acid is depicted by a
single bead positioned at the Cα position, and in-
teractions between beads are based on whether the
residues belong to the contact map or not. If two
residues are on the contact map, the Lennard-Jones
potential is applied to them, with the well depth de-
noted as ϵ. The contact map is determined using the
overlap criterion between all atoms of residues, as
observed in the fully folded native state. The char-
acteristic length of these interactions corresponds to
distances from the same state. Interactions between
the remaining residues consist only of the repulsive
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Fig. 1. Representation of the proteasome (panel (a)) and the ribosome (panel (b)) based on PDB crystallo-
graphic structures 7QO3 and 5XY3, respectively. In the proteasome, the green color denotes all heavy atoms of
its structure. For the ribosome, heavy atoms are colored gray or green, with green representing only the atoms
considered in our simulation. Red indicates cavities within both structures detected using the SPACEBALL
server [8�10]. Both structures are presented at the same scale.

part of the Lennard-Jones potential, with a charac-
teristic length of 4 Å, beyond which the potential is
turned o�. Temperature control and the in�uence of
the solvent are introduced by the Langevin thermo-
stat, with the room temperature set at ≈ 0.35ϵ/kB.
The ribosome is a macromolecular machine

within a cell responsible for protein synthesis during
the process of messenger RNA (mRNA) translation.
Ribosomes facilitate the linkage of amino acids in
a speci�c order as directed by the codons present
in mRNA molecules. In eukaryotic cells, such as
those found in humans, ribosomes are composed of
two primary subunits: the small ribosomal subunit
(40S) and the large ribosomal subunit (60S). These
subunits consist of 2�6 RNA chains and approxi-
mately 50 proteins, totaling between 100 000 and
220 000 atoms [22�24]. Within both subunits, ribo-
somal RNA (rRNA) molecules provide the frame-
work for the ribosome structure and play essential
roles in catalyzing the chemical reactions involved
in protein synthesis. Protein synthesis occurs at the
peptidyl transferase center (PTC), and the newly
created chain is directed toward the ribosomal exit
tunnel. The size and geometry of this tunnel signif-
icantly depend on di�erent domains of life, includ-
ing bacteria, archaea, and eukarya [25], as well as
the speci�c organism within each domain. The inner
walls of the tunnel are rough and highly irregular,
featuring several constriction sites. The narrowest

constriction, with a radius of approximately 8 Å, is
observed in eukaryotes, followed by a slightly wider
one, of around 11 Å in radius, in archaeal ribosomes,
and even wider in the bacterial case, with an average
radius of approximately 15 Å. Due to the high com-
plexity of the ribosome, we simplify its structure to
only the cylinder with a radius of 70 Å containing
the ribosomal exit tunnel aligned with its longitu-
dinal axis, as illustrated in Fig. 1b, where all heavy
atoms of the ribosome are colored gray. The bottom
of the cylinder is positioned at PTC, and its length
extends to encompass the farthest atoms from PTC.
The tunnel under consideration is marked in green.
Since the created cylinder is composed of 11 680
atoms, it is still a very complex system, and simu-
lations of all its atoms would be highly ine�cient. In
this research, we focused on the impact of con�ne-
ment inside the cylinder, making the interactions
between its atoms less critical. Thus, we simpli�ed
our system by considering the ribosome structure
as rigid. The interactions between the protein and
the atoms of the tunnel are purely repulsive, as each
ribosomal atom contributes to a soft repulsive po-
tential, truncated at 4 Å, with an amplitude of ϵ.
The bottom of the con�nement cylinder is modeled
as a repulsive wall characterized by the potential
3
√
3

2 ϵ (σ0/z)
9, where z signi�es the distance from the

plate and σ0 = 4 × 2−1/6. This wall prevents any
backward steps.
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Fig. 2. The cross-section of the crystal structure of the 26S proteasome (PDB: 7QO3) and its theoretical
model. The structures' parts closer to the reader are omitted to reveal inner chambers in both cases. In panel
(a), the β-rings are colored red or pink, and the α-rings are blue or cyan, with the 19S cap in green. Panel (b)
depicts a schematic representation of the entrance to the proteasome. A dragged protein must �t into a hole
with a diameter of approximately 14 Å, represented by the torus. Below the torus, there is a straight pipe that
keeps the chain unfolded. The entrance and pipe are depicted in green, while the protein is shown in yellow
and red tube representation. The N- and C-ends of the chain are represented as red spheres. The pulling force
is parallel to the pipe and is attached to the protein terminus (at the bottom of the picture).

On the other hand, we have the proteasome, a
highly complicated and well-organized protein com-
plex, as illustrated in Fig. 1a. It consists of multiple
subunits arranged into a cylindrical structure re-
sembling a barrel with an open entrance and exit.
Protein degradation occurs within the inner cham-
ber of this barrel-like structure. In eukaryotic cells,
such as those in humans, the proteasome typically
has a 26S structure, as depicted in Fig. 2. This
26S proteasome consists of two main components:
the 20S core particle (CP) and the 19S regulatory
particle (RP). The 19S regulatory particle recog-
nizes proteins tagged for degradation with ubiqui-
tin molecules, unfolds them, and translocates these
target proteins into the central channel of the 20S
core particle. Within the complex chamber, the tar-
get protein encounters proteolytic active sites that
cleave it into smaller peptide fragments. These re-
maining peptide fragments are subsequently pro-
cessed and released from the proteasome for re-
cycling or presentation as antigens in immune re-
sponses. In our simulations, the presence of the pro-
teasome structure is not directly modeled by the
potentials of its individual atoms. Instead, we em-
ploy a highly simpli�ed model consisting of a torus

as the source of a continuous repulsive part of the
Lennard-Jones potential, de�ned on its surface with
a characteristic length of 6 Å. The major radius
of the torus, Rt = 13 Å, and the minor radius,
rt = 6 Å, result in an entrance diameter of ≈ 14 Å,
while the diameter of the entrance in a proteasomal
crystal structure is 13 Å [26�28]. We enlarged it to
accommodate the �exibility of the hole. Below the
torus, we introduce a narrow tunnel, but its pres-
ence does not originate from the proteasome shape.
The tunnel is used solely for technical reasons and
prevents the elongated chain from refolding since we
do not simulate the degradation process but only
protein pulling through the entrance. In our sim-
ulations, the chain inside the tunnel is considered
degraded, and it no longer impacts the simulation.
Despite the fundamentally di�erent biophysics

of protein creation and degradation, one aspect of
these processes is shared � the protein must pass
through a narrow tunnel or entrance with rugged
walls. In the case of the ribosome, this occurs as
the protein is pushed out through the ribosomal
exit tunnel, while with the proteasome, the chain
is pulled inside with the assistance of adenosine
triphosphate (ATP) [1, 5].
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In computer simulations, the creation of a protein
in a ribosome is typically implemented by placing
a fully synthesized chain in proximity to the pep-
tidyl transferase center (PTC) and then monitor-
ing the folding process [29�32]. Simulations often
model the protein's exit from the ribosome using
steered molecular dynamics with a constant pulling
speed applied to the N-terminus [29]. Alternatively,
some simulations apply a constant force to more
accurately replicate the natural process [30]. In our
simulations, we demonstrate that the protein chain
can exit the ribosomal tunnel without external ma-
nipulation. We employ a sequential growth method,
where each amino acid emerges at speci�c time in-
tervals after the previous one is synthesized. As
mRNA translation proceeds from the 5' to 3' ends,
proteins are synthesized from the N-terminus to
the C-terminus, causing the N-terminus to emerge
�rst. Our approach resembles the one described by
P.T. Bui and T.X. Hoang [33], with the distinction
that our repulsive potential accounts for all heavy
atoms of the ribosome part considered in simula-
tions, and any backward motion is prevented by re-
pulsion from the lower tunnel wall. Additionally, in
our case, the growth process is implemented in a
quasi-continuous manner.
Protein degradation, on the other hand, involves

pulling the chain into the proteasome, and our fo-
cus is exclusively on this pulling process. Unlike
the protein dynamics in the ribosomal exit tunnel,
achieving this requires the application of a drag-
ging force. The simplest approach is to drag the
chain into the proteasome and through the torus
hole at a constant speed. While this approach is
not realistic, it serves to illustrate the di�erence be-
tween AFM-like protein stretching (AFM� atomic
force microscopy) [18, 19] and proteasome-assisted
unfolding. To implement a more realistic scheme,
we start pulling with a constant force, which can
be implemented either continuously or periodically.
In the latter case, the force is applied for a spec-
i�ed time, approximately 4.5 µs, to either the C-
or N-terminal chain ends, depending on the pulling
scenario, and then turned o� for an equal amount
of time, allowing the protein to retract. This re�ects
the generation of force upon delivery of ATP (non-
continuous). The �nal scheme represents a �ratchet-
like mechanism� involving pulling for a maximum
of 4.5 µs (or pulling 1 nm of chain), followed by
blocking the protein's retraction during the absence
of force. This mechanism is supported by biologi-
cal proteasome action, where certain parts of the
proteasome undergo bending upon ATP delivery,
generating the force capable of dragging a small
portion of the chain [34]. Subsequently, the protein
chain is prevented from retracting and awaits the
next ATP cycle, making periodic force application
closely mimic biological evidence.
The aforementioned simpli�ed description of on-

ribosome protein creation and protein degradation
by the proteasome could be improved by using more

complex and detailed approaches. However, in our
research, we deal with large conformational changes
in proteins that occur within seconds, making sim-
ulations of such processes very expensive and time-
consuming. The advantage of simulations within a
coarse-grained model is that, thanks to their e�-
ciency, a large number of di�erent trajectories for a
given process can be conducted, and the �nal result
is obtained by averaging the considered quantities.

3. On-ribosome protein folding

We initiate simulations of protein chain creation
by the ribosome with a single residue (the N-
terminus) placed at the PTC. The next residue ap-
pears within a speci�ed time, denoted as tw, referred
to as the waiting time. Determining its value is not
straightforward, but in our previous work [35], we
demonstrated that a waiting time of 5 000 τ is suf-
�cient, and times longer than this value do not sig-
ni�cantly a�ect the outcomes. Here, τ is equal to
1 ns, which is the characteristic time in our model.
This means that in our simulations, protein synthe-
sis occurs ≈ 4�5 orders of magnitude faster com-
pared to biological systems. Based on the previ-
ous results [35], we assume that this waiting time
value is su�cient, and thanks to the acceleration
of adding new residues, our simulations are much
more e�cient, allowing us to examine large confor-
mational changes in the newly created protein. As
mentioned in Sect. 2, the process of the protein leav-
ing the ribosomal exit tunnel can be implemented
in various ways. In our model and simulations, our
intention was to closely simulate the biological pro-
cess. This means that there is no external force aid-
ing the squeezing of the protein N-terminus through
the rough channel. The rigid walls are also unhelp-
ful in this process. The only forces acting on the
N-terminus of the newly created protein facilitat-
ing its travel to the ribosome exit are the repulsive
forces from neighboring protein residues, the repul-
sive forces from the bottom wall, and the atoms
comprising the ribosome structure. In the case of
smooth walls, the protein chain would easily slide
toward the ribosomal exit tunnel. The walls of the
real ribosomal exit tunnel are rough, and the move-
ment of the �rst residue is not easy because it can
become jammed in the alleys or nooks of the walls.
Such a situation is presented in panel (b) in Fig. 3,
which shows the distance of the N- and C-terminus
from the PTC in function of time. The graph illus-
trates that the N-terminus became jammed ≈ 60 Å
from the PTC, and all of the protein's residues be-
came crowded into the space between this point and
the PTC. This scenario is unrealistic because pro-
teins do not typically jam during their creation in
real situations, and it can be considered an artifact
of the model. Nevertheless, this observation high-
lights the signi�cant impact of irregularities in the
exit tunnel walls on protein dynamics.
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Fig. 3. The distances between the PTC and the N-
terminus of the 1J85 protein chain (solid red line) or
its C-terminus (dotted blue line) plotted as a func-
tion of time during the simulation within the ribo-
somal exit tunnel. Panel (a) illustrates the scenario
where the N-terminus has reached the exit from the
ribosomal structure, denoted by the green dotted
line, while dragging the C-terminus outward. Panel
(b) depicts the situation where the N-terminus was
jammed within the tunnel. In both cases, the sim-
ulations were conducted at room temperature with
a waiting time of tw = 100 ns.

Most often, when the tw is long enough, the N-
terminus can �nd its way to reach the exit from
the ribosome, as illustrated in Fig. 3a. Here arises
a question regarding the mechanisms that play a
crucial role in protein dynamics within the riboso-
mal exit tunnel. In our previous research [25], we
proposed that the protein's movement toward the
outside of the tunnel starts at the PTC and is pri-
marily in�uenced by di�usion, interactions with the
tunnel walls, and the increase in entropy associated
with the escape. However, we did not investigate
which of these mechanisms is crucial. By looking
at Fig. 3a, we see that there is a rapid increase in the
N-terminus' distance from the PTC when it reaches
the top of the tunnel, denoted by the green dot-
ted line. Above the outer surface of the ribosome,
the protein began to fold, native contacts began to
form, and there was a decrease in the protein's po-
tential energy. As a consequence, the C-terminus
of the created protein started to be pulled by the
folded protein and traveled very quickly, without
any jamming, outside the ribosome. This observa-
tion suggests that the change in potential energy is
crucial for the protein's exit from the tunnel.

4. Protein degradation by the proteasome

Simulating protein degradation within the pro-
teasome presents several challenges. As the protea-
some employs ATP to pull proteins periodically and
restricts backward motions, the most realistic sim-
ulation scenario involves periodic force pulling with
a �ratchet-like mechanism� [34]. Here, we examine
several pulling scenarios, ranging from the simplest
to the most advanced, to assess pulling e�ciency in
each case.
In our study of protein behavior within the pro-

teasome, we have considered three primary meth-
ods of protein stretching. The �rst method, re-
ferred to as �type AFM,� involves standard AFM
stretching and serves as a template and reference for
proteasome-aided unfolding. In the second method,
we pull the protein by its ends in the presence
of a proteasome model, either at the C-end or N-
end, while the other end remains free. This method
of pulling is called �type I.� Considering stretch-
ing from both termini is justi�ed by the fact that
the degradation mechanism is preceded by the pro-
tein marking with special tags, which can be at-
tached to either the C- or N-terminal chain ends.
The last type of pulling, referred to as �type II,�
involves pulling by one terminus while the other re-
mains attached to its original position. All of these
pulling types can be realized by di�erent scenar-
ios. The simplest one is constant speed pulling, in
which we pull the protein end at a constant speed.
This type of protein pulling generates a character-
istic AFM-like force graph with peaks, as depicted
in the top parts of each panel in Fig. 4. Each peak
on the force-displacement graph corresponds to the
breaking of contacts within a speci�c part of the
protein structure and represents the protein's resis-
tance to mechanical stress. The most resilient part
of the structure yields the highest force peak, and
its height, denoted as Fmax, can be used to char-
acterize the protein mechanostability. Both types
of proteasome-assisted pulling with constant speed
are comparable to standard AFM stretching exper-
iments and, as demonstrated in our previous re-
search [36], they facilitate the pulling process. Lower
forces were measured in most of the proteins consid-
ered. However, in the case of barnase (PDB: 1BNR)
and titin (PDB: 1TIT), slightly higher force val-
ues were observed when pulling from the C- or
N-termini compared to standard AFM stretching.
This suggests that the presence of the torus facili-
tates the breaking of contacts and the unfolding of
the protein chain, but in our simulations, we also
observed the impact of the torus presence on knot-
ted protein dynamics and their degradation.
Since the entrance to the proteasome is narrower

than the average width of a knot in a knotted pro-
tein, the knot can block the entrance, making the
proteasome useless [36]. However, in our simula-
tions, we have demonstrated that the presence of
the proteasome can untie deep knots, which are
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Fig. 4. The simulation results of the deeply knotted protein 1J85 stretching. In both AFM-like stretching and
�type II� pulling, the knot almost always tightens. Panel (b) illustrates �type I� pulling, where the knot may
slide along the chain and become untightened. Alternatively, the knot may slide down and tighten, similar to
AFM stretching, as depicted in panels (a) and (c). The top part of each panel displays force versus distance,
while the bottom ones show the position of the knot in the sequence. The knot is considered untied when its
position along the protein chain is one or it equals the length of the chain.

Fig. 5. This �gure is similar to Fig. 4. All panels depict the simulation results of the deeply knotted protein
1NS5. Here, we observe knot untying only for C-end pulling (panels (b) and (c)). The N-end simulations only
show knot tightening (panel (a)).

de�ned as knots where the termini are distant from
the protein ends [37]. In our research, we considered
two deeply knotted proteins: YibK methyltrans-
ferase from Haemophilus in�uenzae (PDB: 1J85)
and YBEA from E. coli (PDB: 1NS5). In the case
of the 1J85 protein, the ends of the knot, which
consists of 156 residues, are located at residues 75
and 120 in the protein's native state. For 1NS5 (153
residues), the positions of the knot are at residues
69 and 119.
Figure 4 displays the results of our simulations

of the degradation of the 1J85 protein with a knot.
In this case, we observe that the AFM experiment
leads to the tightening of the knot ends, as expected.
Knot untying was observed only for �type I-N� sim-
ulations, and one trajectory resulting in this behav-
ior is presented in Fig. 4b. Since the protein chain is
not smooth, geometric constraints can arise, allow-
ing knot tightening. We observed such trajectories
as well, as shown in panels (a) and (c) in Fig. 4.
Panel (a) illustrates how the knot blocks the en-
trance, but if the dragging force is very large, the

knot may be pushed through the entrance. However,
this is non-physical, as the value of the force is un-
realistic (F ∼ 17ϵ Å−1). This occurrence was not
observed in every trajectory; in some trajectories,
the knot remained at the entrance even at larger
forces (F > 20ϵ Å−1). For other types of pulling,
we observe only jamming.
The same observations were made in the case of

another deeply knotted protein, 1NS5. The results
of the AFM stretching of this protein are presented
in Fig. 5a. The outcomes of the stretching using the
method called �type I� are shown in Fig. 5b. Inter-
estingly, when stretching the 1NS5 protein using the
�type II� method, we also observed knot untying. In
this method, we grasp the opposite end of the pro-
tein, making knot untying less straightforward. In
the simplest scheme, the opposite end of the protein
�uctuates during pulling and may accidentally pass
out from the loop, thus untying the knot. However,
in �type II,� such a situation is not possible. There-
fore, the only method to untie the knot is to move
the entire loop to pass around the immobilized end.

S66



Protein Dynamics in Tight Tunnels

Fig. 6. The simulation results of protein 1AOH. Panel (a) presents an example dataset of constant speed
pulling (�type I-C�). The protein is pulled into the proteasome by one end at a constant speed, resisting
dragging with the depicted force. The largest force peak reaches approximately ∼ 2.3ϵ Å−1. The top part of
panel (a) displays the force graph as a function of distance. Panel (c) illustrates an example of constant force
pulling (F = 1.6ϵ Å−1) (�type I-C�). The protein is pulled into the proteasome with a constant force while
monitoring its distance from the proteasome entrance. The top part of this panel displays the distance graph
as a function of time. Panel (b) presents the contact map (amino acid i versus j) for both simulation types.
The breakings of speci�c contacts during the simulation of protein stretching with constant speed (panel (a))
and constant force (panel (c)) are indicated at the bottom of both panels by di�erent colors corresponding to
the colors of the contacts marked on the contact map presented in panel (b).

Another interesting aspect is the role of the pulling
direction (C- versus N-end). When dragging from
the C-end (�type I-C� and �type II-C�), we observed
untying in 32% and 29% of cases, respectively. How-
ever, in the case of N-end dragging, untying is al-
most impossible (4% for �type I-N� and 0% for �type
II-N�). Therefore, the direction of pulling (or knot
sliding) may play an important role. Untying a knot
in �type II� is more complicated since the other end
is restrained, but it is still possible.
Interestingly, we observe in our simulations that

the presence of the proteasome does not a�ect the
measured mechanostability of knotted proteins, in
contrast to similar simulations of proteins without
any knots. This shows that the presence of knots on
the protein chain a�ects the functionality of the pro-
teasome, even leading to the proteasome becoming
inactive when the entrance is blocked by the knot-
ted protein.
According to our understanding of the mecha-

nism of protein degradation by the proteasome,
pulling the protein at a constant speed does not
mimic the behavior of a protein in the presence of
the proteasome. As explained in Sect. 2, a more re-
alistic approach is pulling with a constant force. In
this case, the protein chain can also be stretched us-
ing pulling types I or II. The comparison between
the methods of protein pulling with constant speed
and constant force is presented in Fig. 6.
Pulling with a constant force, apart from bet-

ter mimicking the real mechanism, allows for the
use of a lower force and, consequently, reduces the
work needed to unravel the protein. This is possible
thanks to the support from random forces provided
by the Langevin thermostat. These forces facilitate
protein unfolding or the untying of knots because

they can resolve small steric clashes that may occur
during protein pulling. In this case, the constant
force only determines the direction of the chain.
What is particularly interesting is how to com-
pare the results obtained by pulling with a constant
force and constant speed. One possible approach is
well described in the literature [38] � a number of
stretching simulations were conducted with di�er-
ent values of force, and the average pulling speed
was calculated for each case. Protein mechanosta-
bility is de�ned as the extrapolation of the force val-
ues to a pulling speed of 80 residues/s, which is the
pulling speed in the real proteasome [34]. Figure 6
shows di�erent shapes of the graphs obtained dur-
ing pulling with a constant force (panel (c)) or con-
stant speed (panel (a)). The graph obtained dur-
ing constant force pulling presents the distance L
from the entrance to the proteasome as a func-
tion of time. The graph resembles multiple stair
steps with di�erent widths. Each step is associated
with the breaking of a particular part of the struc-
ture. The contacts broken during the appearance
of the particular steps are marked at the bottom
part in panel (c). The time, τk ∼ e∆Ek , necessary
to break a particular group of contacts is related to
the energy barrier, ∆Ek, that must be crossed [39].
The longest time is connected to the highest energy
barrier.
Protein pulling with a constant force is also chal-

lenging. During such simulations, it is possible that
steric clashes are so strong that thermal �uctua-
tions cannot remove them. Additionally, knots in
the protein chain also pose problems. In our simu-
lations with continuous, constant force, we observed
the proteasome becoming jammed by knots in pro-
teins. For low pulling forces (F ≤ 1.6ϵ Å−1), only
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Fig. 7. The simulation results for protein 1NS5 within the periodic force model. Panels (a�c) present results
obtained with a pulling force of F = 1.40ϵ Å−1, while panels (d�e) present results obtained for F = 1.80ϵ −1.
Panels (a), (b), and (c) depict fast protein untying, a long simulation completed with knot untying, and a
long unsuccessful simulation, respectively. Successful unknotting simulations are shown by a short simulation
(panel (d)) and a long simulation (panel (e)).

Fig. 8. The successful simulation results for 1NS5 within the ratchet force model. Panels (a), (b), and (c)
depict fast pulling with a force of F = 1.30 ϵ/Å, slow pulling with the same force, and fast pulling again with
a force of F = 1.80 ϵ −1, respectively.

a portion of the protein without any knots was
pulled into the chamber, and the pulled protein
was halted at the position where the knot began.
This indicates that the knot remained at its initial
position. For higher forces, we observed the tight-
ening of knots, but they did not move along the
chain. This observation suggests that knotted pro-
teins can block the proteasome, which cannot be
true because in living cells, knotted proteins are
usually degraded. To avoid this problem and achieve
an even more realistic situation, we switch from the
continuous application of constant force to a simu-
lation with a constant force applied at given time
intervals. Figure 7 shows �ve trajectories of protein
pulling with di�erent forces.
Applying the force in time intervals is also chal-

lenging because, in the absence of the force, we
observe a backward movement of the chain, simi-

lar to the situation when part of the protein folds
outside of the ribosome. However, this backward
movement can be helpful in removing potential geo-
metrical constraints. Repeatedly applying the force
for a speci�c duration and then allowing the chain
to relax can facilitate chain reorientation, increas-
ing the possibility of the chain passing through the
entrance. The number of times the force needs to
be applied depends strongly on the protein, pulling
force, and force application duration. This approach
is also interesting because, as we showed in Fig. 7,
the periodic force application can even enable the
degradation of a knotted protein, in contrast to con-
tinuous force pulling. Figure 7 also depicts the vary-
ing times needed to untie knots in the knotted pro-
tein 1NS5, depending on the mentioned conditions.
This process is very ine�cient due to the return
movements of the protein chain.
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To prevent this behavior, we have implemented a
�ratchet-like mechanism� that prevents the protein
from moving backward when the force is switched
o�, mimicking the waiting for a new ATP portion
in a real situation. Moreover, we do not specify the
pulling period based on time, but rather consider
the length of the pulled chain. We stop the pulling
process when dstep = 3.8 Åof the chain is drawn
into the proteasome. The size dstep was chosen to
be comparable to the average size of a single amino
acid. It is worth mentioning that if a geometrical
clash occurs and no chain movement is possible, we
pause the pulling process for 4.5 µs, allowing the
Langevin thermostat to address the issue for an-
other 4.5 µs before applying the force again. Impor-
tantly, no protein backward movement is allowed
during this time. The advantage of this mechanism,
compared to simple pulling with a constant force, is
that we prevent pulling the same part of the chain
many times, which can occur when it escapes during
the absence of force. Avoiding multiple pulls of the
same part of the protein chain using the �ratchet-
like mechanism� is also favorable because periodi-
cally applying a small force has a lower likelihood of
causing strong steric clashes. The trajectories from
the simulation of the 1NS5 knotted protein, as pre-
sented in Fig. 8, exhibit this behavior. Moreover,
we can see that this approach is much more sta-
ble, as the times necessary for protein unfolding are
comparable regardless of the simulation parameters.
The �ratchet-like mechanism� is considered the most
realistic approach for pulling proteins into the pro-
teasome.

5. Conclusions

In our simulations, we have demonstrated that
the reduction in the protein's potential energy is
crucial for the process of a protein exiting the ri-
bosomal tunnel. As the partially folded protein
emerges from the ribosome, it generates a pulling
force on the remaining portion within the tunnel.
While interactions between the protein chain and
the ribosomal tunnel walls, along with di�usion, are
important, their signi�cance for the protein's move-
ment outside the tunnel is secondary. This was con-
�rmed by simulations of pulling the protein into
the proteasome chamber without the �ratchet-like
mechanism,� resulting in the protein being retracted
from the proteasome. This backward movement also
correlates with a decrease in the protein's potential
energy. It is worth noting that further investigation
is needed, as these simpli�ed models may not en-
compass all aspects of the processes under consid-
eration.
Furthermore, our simulations lend support to

the hypothesis regarding the directionality of knot
tightening and untying. Given the critical role of
the ribosome structure in simulations of knotting
the 1J85 protein by pulling the C-terminus across a

specially created loop, it suggests that knot degra-
dation should be more feasible from the C-end. This
implies that pulling the 1J85 protein from the N-
terminus enables knot sliding and untying. This
�nding aligns with our simulation results using the
constant-speed scheme for 1J85. The untying of the
knot and successful engul�ng of the protein were
achievable only with the �type I-N� scheme.
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