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Preface

The works included in this special issue were presented during the fourth
edition of the international scientific conference “Application of Physics in Me-
chanical and Materials Engineering” — APMME 2023. This conference took place
on June 29, 2023 in Częstochowa. The conference was organized, as usual, by the
Department of Mechanics and Fundamentals of Machine Design at the Faculty of
Mechanical Engineering and Computer Science at the Czestochowa University of
Technology. This year, the scientific meeting of APMME was held in conjunction
with the International Exhibition of Innovation — IEI 2023. The honorary patron-
age over the conference and exhibition was taken by the Rector of the Czestochowa
University of Technology, Professor Norbert Sczygiol.

On behalf of the Scientific and Organizational Committee of the APMME
2023 conference, we would like to thank the Rector of the Czestochowa University
of Technology for his honorary patronage over the conference. We would also like
to thank the Dean of the Faculty, Professor Małgorzata Klimek, for significant help
in organizing the conference. Our warm words of thanks go to all participants who
kindly responded to the invitation of the Organizing Committee of the APMME
2023 conference. We would like to express our special thanks to the keynote and
invited speakers.

The APMME conference has been an international conference for two years
and has become a permanent fixture in the calendar of important conferences in our
country. During the meeting, participants from Poland and abroad could present
and discuss the latest achievements in the field of broadly understood applications
of physics in mechanical and materials engineering. Over seventy participants from
Poland, Bulgaria, Canada, China, Czech Republic, India, Malaysia, Romania, Tai-
wan, and Turkey have registered for the APMME 2023 conference. Participants
presented their works at plenary sessions and in a poster session. The conference
papers submitted to the Scientific Committee were reviewed and sent for approval
to the Publishing Team of Acta Physica Polonica A.

The Guest Editors would like to thank the Editorial Staff for their effort and
help in preparing this issue.

Wojciech Sochacki
Marcin Nabiałek
Sebastian Garus
Paweł Kwiatoń
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Amorphous alloys are characterized by a disordered structure. The arrangement of atoms is chaotic and
it is difficult to determine the parameters describing their properties. In soft magnetic ferromagnets, one
of the main parameters describing their applicability is the Curie temperature. However, in amorphous
materials, due to their metastable nature, the Curie temperature occurs in a rather narrow range.
Using the measurements of the magnetic saturation polarization as a function of temperature and
the critical exponent β = 0.36, the value of the Curie temperature can be determined. The paper
presents the results of µ0M(T )1/β tests carried out for two amorphous alloys with similar chemical
composition. The influence of chemical composition on the course of the µ0M(T ) curve and changes
in the share of characteristic areas describing rearrangements of atoms in the structure of alloys were
observed.

topics: bulk amorphous alloys, Curie temperature, coercieve field, soft magnetic properties

1. Introduction

Depending on their chemical composition, amor-
phous alloys have much better mechanical and mag-
netic properties than their crystalline counterparts.
In many industries, great emphasis is placed on
introducing better and better materials with spe-
cific properties into products. Both materials ex-
hibiting the so-called soft magnetic properties [1, 2]
and hard magnetic properties [3–5] are desirable.
Due to the constantly growing progress in the field
of electronics and electrical engineering, materials
with good magnetic properties that can be used
as transformer cores or chokes are of particular in-
terest [5–7]. Therefore, research is constantly be-
ing conducted on amorphous and nanocrystalline
alloys, the properties of which can be controlled,
among others, by small changes in the chemical
composition [8–10]. It should be added here that
there are two groups of amorphous materials: clas-
sical and bulk amorphous materials [11]. The classic
ones include mainly thin tapes with a thickness of
about 100 µm. Such tapes are produced at cooling
rates up to 106 K/s. Using the melt spinning tech-
nique, which involves squirting liquid metal onto
a rotating copper wheel, it is possible to produce
tapes with an amorphous structure. Unfortunately,

this method does not enable the production of
thicker samples of given shapes, which significantly
limits the application possibilities of the materials.
From the 1970s to the end of the 1990s, work was
carried out on the possibility of obtaining samples
in the form of plates or rods with thicknesses above
0.5 mm [12]. In 1989, A. Inoue from Tohoku Uni-
versity in Japan presented for the first time criteria
enabling the systematic production of amorphous
materials with thicknesses greater than the maxi-
mum for tapes [13, 14]. Since then, a new group of
amorphous materials has been distinguished, called
bulk amorphous materials. Inoue established in his
assumptions that to achieve good glass transition
ability, it is necessary to carefully design the chem-
ical composition of the alloy. The most important
thing is that the alloy consists of at least three com-
ponents, the atomic radii of at least the main com-
ponents differ by more than 12%, and the negative
heat of mixing between the components is as high as
possible. All these criteria are intended to limit the
migration of atoms in the solidifying alloy, which,
of course, prevents the formation of a crystalline
structure. In amorphous materials, and especially
in bulk amorphous materials, there can be changes
in the structure within the amorphous state, which
is reflected in sensitive property measurements.
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The paper presents test results performed
for bulk amorphous alloys of composition
Fe34Co34Nb4W2Me3B23, where Me = Y or Gd.
The structure of the alloys and their magnetic
properties were examined.

2. Experimental procedure

Polycrystalline alloys were produced in an arc fur-
nace. The process was carried out in a protective
atmosphere of argon on a copper plate cooled by
water. The ingredients used were 99.99% pure (for
boron — 99.9%). Ingots weighing 5 g were melted
using a non-fusible tungsten electrode at an inten-
sity of 180–300 A. The remelting process was pre-
ceded by melting a titanium getter to capture the
remaining oxygen in the working chamber. The pro-
cess was repeated 5 times to homogenize the struc-
ture and chemical composition of the alloy. Rapidly
quenched alloys were made by cooling using the in-
jection casting method. Samples were obtained in
the form of rods with a diameter of 1 mm and a
length of 20 mm. The production process was car-
ried out in a protective atmosphere of argon. The
polycrystalline batch was placed in a quartz cru-
cible with a hole of 1 mm in diameter. Melting was
carried out using eddy currents, and the liquid al-
loy was forced into a copper mold cooled by water
under argon pressure.

The structure of the alloys was examined us-
ing X-ray diffraction. The tests were carried out
using a Bruker ADVANCE 8 X-ray diffractogram
equipped with a Cu Kα lamp. The measurement
was carried out in the range of 30–100◦ of the 2Θ
angle with a time of 5 s per measurement step
of 0.02◦.

Thermomagnetic curves were measured using a
Faraday magnetic balance. The measurement was
carried out in the range from room temperature
to 850 K at a constant external magnetic field in-
tensity of 0.7 T.

Static magnetic hysteresis loops were measured
using a VSM 7307 vibration magnetometer in the
range of an external magnetic field up to 2 T.

3. Results

Figure 1 shows X-ray diffraction patterns mea-
sured for the produced alloys. The recorded diffrac-
tograms show only broad maxima coming from
X-rays reflected on atoms chaotically distributed
in the volume of the alloys. This proves the amor-
phous structure of the tested alloys. Samples of the
produced alloys were subjected to thermomagnetic
tests.

The saturation magnetic polarization curves are
shown in Fig. 2. The curves show single mild inflec-
tions related to the transition of the magnetic phase
from the ferro- to paramagnetic state.

Fig. 1. X-ray diffraction patterns for the
rod-form samples of the investigated al-
loys: 1 — Fe34Co34Nb4W2Y3B23, 2 —
Fe34Co34Nb4W2Gd3B23.

Fig. 2. Thermomagnetic curves obtained for the
tested alloy samples: 1 — Fe34Co34Nb4W2Y3B23, 2
— Fe34Co34Nb4W2Gd3B23.

It should be remembered that for amorphous al-
loys, the TC value is rather the temperature range
in which the magnetic transition occurs (it is not
a discrete value). This is due to the presence of
micro-areas in the alloy volume with slightly dif-
ferent atomic arrangements. The measured curves
were analyzed using the critical coefficient β = 0.36
used for ferromagnetics meeting Heisenberg’s as-
sumptions [15] (Fig. 3).

Curie temperature TC values were determined
based on the (µ0M)1/β curves. It was found that
the alloy with the addition of Gd is characterized
by a lower TC value (629 K) compared to the alloy
with the addition of Y (643 K).

Figure 4 shows static magnetic hysteresis loops.
The measured loops are similar to each other. How-
ever, for the alloy with the addition of Gd, a more
than twice lower value of the coercive field HC was
determined with almost the same saturation mag-
netization value MS .
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Fig. 3. Relationship of (µ0M)1/β with
temperature, T , for the tested al-
loys: 1 — Fe34Co34Nb4W2Y3B23, 2 —
Fe34Co34Nb4W2Gd3B23.

Fig. 4. Static magnetic hysteresis loops for the
tested alloys: 1 — Fe34Co34Nb4W2Y3B23, 2 —
Fe34Co34Nb4W2Gd3B23.

Gd has ferromagnetic properties, unlike Y. How-
ever, the addition of Gd reduces the TC value. This
is related to the influence of Y on the structure of
the alloy. The presence of this element increases the
number of free volumes, which causes the stabiliza-
tion of the subcooled liquid and, consequently, a
possible increase in the TC and MS values. This in-
fluence is related, among other things, to the signif-
icant size of Y atoms (atomic radius 182 pm). Such
a relationship is observed in the case of the tested
alloys.

4. Conclusions

The work showed that the addition of Gd at the
expense of Y improves the magnetic properties of
Fe–Co–B alloys. Gadolinium and yttrium have sim-
ilar atomic radius lengths. However, these elements
have different properties. Due to its electronic struc-
ture, Gd has ferromagnetic properties, while Y is

paramagnetic. However, the addition of Gd does not
improve MS and TC. However, the addition of this
component facilitates the magnetization process, as
indicated by the value of the coercive field. As is
known, the addition of Gd affects the formation of
hard magnetic phases. However, as the above test
results indicate, a small addition of Gd may improve
the soft magnetic properties as long as the rapidly
cooled alloy remains in the sphere of the amorphous
structure.
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Phononic quasi-two-dimensional structures, due to their properties, namely the lack of propagation
of selected frequency ranges of the mechanical wave, can be used as filters of acoustic waves. In the
paper, an analysis of the propagation of mechanical waves in these highly dispersive structures in the
conditions of a moving medium was carried out. The influence of the number of metaatom layers on
the transmission of a mechanical wave for different medium velocities was analysed.

topics: phononic crystal, finite-difference time domain (FDTD), moving medium, band gaps

1. Introduction

Research on sound propagation in periodic struc-
tures and the formation of band gaps in phononic
crystals is conducted by many research centers
around the world. These are works in which the
authors, apart from describing the formation of the
band gap [1, 2], point to the practical application of
this phenomenon in periodic structures. They there-
fore indicate the possibility of using phononic crys-
tals as acoustic wave filters [3–6], waveguides [7] or
acoustic diodes [8]. These studies most often con-
cern cases of sound propagation without movement
of the medium in which the sound propagates.

However, taking into account that the speed of
sound is only about 34–110 times higher than typi-
cal wind speeds in the atmosphere, it should be as-
sumed that wind and turbulence in the atmosphere
have a significant impact on sound propagation.

Among the many methods that can be used to
describe this issue, such as the curved ray trac-
ing method [9] or the transmission-line matrix
method (TLM) [10], the most promising is the
finite-difference time domain (FDTD) method. The
use of the FDTD method to describe the propaga-
tion of acoustic waves in a moving medium is the
subject of many works. In [11], the authors pro-
posed two sets of differential equations to describe
the propagation of sound in a moving atmosphere.
The sound propagation in a moving medium for the
case when the typical speed of movement in the

medium is slightly lower than the speed of wave
propagation through the medium was the subject
of work [12]. In turn, works [13, 14] present two-
dimensional FDTD calculations for the atmosphere,
taking into account the influence of motion (wind
and turbulence) in the propagation medium, as well
as the interaction with the ground. Extensive liter-
ature on a wide range of issues related to the linear
propagation of sound in a moving medium is pre-
sented in the review article [15].

Using a finite-difference algorithm in the time do-
main, the work analyzed the influence of medium
motion on the propagation and transmission of me-
chanical waves in quasi-two-dimensional phononic
structures with various numbers of layers.

2. Finite difference time domain algorithm
for a moving medium

The propagation of a mechanical wave in a mov-
ing medium is described by a system of first-order
differential equations

∂p

∂t
= −κ∇ ·w, (1)

∂w

∂t
= −b∇p, (2)

which for the two-dimensional case gives
∂p

∂t
= −κ

(
∂wx
∂x

+
∂wy
∂y

)
, (3)
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Fig. 1. Spatially staggered finite-difference grid
used for the calculations.

∂wx
∂t

= −b ∂p
∂x
, (4)

∂wy
∂t

= −b∂p
∂y
, (5)

where p is the acoustic pressure, w is the acoustic
particle velocity, t is the time. The adiabatic bulk
modulus κ [ kg

m s2 ] is defined by

κ = ρ c2, (6)
and the mass buoyancy b is defined by

b = 1/ρ, (7)
where ρ is the ambient medium density, and c is the
adiabatic speed of sound.

Assuming that the sound wave causes slight dis-
turbances in the medium, there is no turbulence of
the background velocity field, and due to the con-
sideration of sound propagation near the ground,
the background pressure gradient is omitted and
the medium is adiabatic. Then the propagation of a
mechanical wave in a moving medium is described
by
∂p

∂t
= − (v · ∇) p− ρ c2∇ ·w + ρc2Q, (8)

∂w

∂t
= − (w · ∇)v − (v · ∇)w − ∇p

ρ
+

F

ρ
. (9)

In equations (8) and (9), v is the wind velocity.
The sources are represented as F (a force acting
on the medium — dipole pressure source) and Q
(mass source — monopole pressure source).

Equations (8) and (9) for the two-dimensional
case gives
∂p

∂t
= −

(
vx
∂p

∂x
+vy

∂p

∂y

)
− κ

(
∂wx
∂x

+
∂wy
∂y

)
+κQ,

(10)

∂wx
∂t

= −
(
wx

∂vx
∂x

+wy
∂vx
∂y

)
−
(
vx
∂wx
∂x

+vy
∂wx
∂y

)
−b ∂p

∂x
+ bFx, (11)

∂wy
∂t

= −
(
wx

∂vy
∂x

+wy
∂vy
∂y

)
−

(
vx
∂wy
∂x

+vy
∂wy
∂y

)
−b∂p

∂y
+ bFy. (12)

Figure 1 shows the grid used in the calculations. The
spatial coordinates x and y are determined from the
product of the appropriate node coordinates i and
j and the appropriate grid spacings ∆x and ∆y by

(x, y) = (i∆x, j∆y) . (13)
The pressure p is stored in the nodes with the inte-
ger values of variables i and j, just like the values
of b, κ, Q and the component fp. The non-integer
nodes store the horizontal and vertical components
of w, v and F .

In order to take into account the division of time
and space, the notation p|ni,j was introduced, where
for the pressure p the coefficients “i”, “j” mean a
simplified notation of the position in space, which in
full form is defined by i∆x and j∆y, respectively,
while “n” is a simplified notation of the moment
n∆t in time, where ∆t is the value of a single time
step.

Expanding the derivatives into appropriate dif-
ferences and assuming that ∆x = ∆y, equations
(10)–(12) take the form

∂

∂t
p|ni,j = − 1

4∆x

(
vx|ni+0.5,j+vx|ni−0.5,j

)(
p|ni+1,j−p|ni−1,j

)
− 1

4∆x

(
vy|ni,j+0.5+vy|ni,j−0.5

)(
p|ni,j+1−p|ni,j−1

)
−
κ|ni,j
∆x

(
wx|ni+0.5,j − wx|ni−0.5,j + wy|ni,j+0.5 − wy|ni,j−0.5

)
+ κ|ni,j Q|

n
i,j , (14)

∂

∂t
wx|ni+0.5,j = −

wx|ni+0.5,j

2∆x

(
vx|ni+1.5,j − vx|ni−0.5,j

)
−
vx|ni+0.5,j

2∆x

(
wx|ni+1.5,j − wx|ni−0.5,j

)
−
vx|ni+0.5,j+1 − vx|ni+0.5,j−1

8∆y

(
wy|ni+1,j+0.5 + wy|ni,j+0.5 + wy|ni+1,j−0.5 + wy|ni,j−0.5

)
−
wx|ni+0.5,j+1 − wx|ni+0.5,j−1

8∆y

(
vy|ni+1,j+0.5 + vy|ni,j+0.5 + vy|ni+1,j−0.5 + vy|ni,j−0.5

)
− 1

2∆x

(
b|ni+1,j + b|ni,j

)(
p|ni+1,j − p|ni,j

)
+
b|ni+1,j + b|ni,j

2
Fx|ni+0.5,j , (15)
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∂

∂t
wy|ni,j+0.5 = −

wy|ni,j+0.5

2∆x

(
vy|ni,j+1.5 − vy|ni,j−0.5

)
−
vy|ni,j+0.5

2∆x

(
wy|ni,j+1.5 − wy|ni,j−0.5

)
−
vy|ni+1,j+0.5 − vy|ni−1,j+0.5

8∆x

(
wx|ni+0.5,j+1 + wx|ni+0.5,j + wx|ni−0.5,j+1 + wx|ni−0.5,j

)
−
wy|ni+1,j+0.5 − wy|ni−1,j+0.5

8∆x

(
vx|ni+0.5,j+1 + vx|ni+0.5,j + vx|ni−0.5,j+1 + vx|ni−0.5,j

)
− 1

2∆x

(
b|ni,j+1 + b|ni,j

)(
p|ni,j+1 − p|ni,j

)
+
b|ni,j+1 + b|ni,j

2
Fy|ni,j+0.5 . (16)

In order to simplify the notation, the functions
fp|ni,j , fx|ni+0.5 j and fy|ni j+0.5 are defined, respec-
tively, as
fp|ni,j =− 1

4∆x

(
vx|ni+0.5,j+vx|ni−0.5,j

)(
p|ni+1,j−p|ni−1,j

)
− 1

4∆x

(
vy|ni,j+0.5+vy|ni,j−0.5

)(
p|ni,j+1−p|ni,j−1

)
−κ|

n
i,j

∆x

(
wx|ni+0.5,j−wx|ni−0.5,j+wy|ni,j+0.5−wy|ni,j−0.5

)
+κ|ni,j Q|ni,j , (17)

fx|ni+0.5,j = −wx|ni+0.5,j

2∆x

(
vx|ni+1.5,j−vx|ni−0.5,j

)
−vx|

n
i+0.5,j+1−vx|

n
i+0.5,j−1

8∆x

(
wy|ni+1,j+0.5+wy|ni,j+0.5

+wy|ni+1,j−0.5+wy|ni,j−0.5

)
−vx|

n
i+0.5,j

2∆x

(
wx|ni+1.5,j−wx|ni−0.5,j

)
−wx|ni+0.5,j+1−wx|ni+0.5,j−1

8∆x

(
vy|ni+1,j+0.5+vy|ni,j+0.5

+vy|ni+1,j−0.5+vy|ni,j−0.5

)
+
b|ni+1,j+b|ni,j

2 Fx
∣∣n
i+0.5,j

− 1
2∆x

(
b|ni+1,j+b|ni,j

)(
p|ni+1,j−p|ni,j

)
, (18)

and
fy|ni,j+0.5 = −vy|

n
i+1,j+0.5−vy|

n
i−1,j+0.5

8∆x

(
wx|ni+0.5,j+1

+wx|ni+0.5,j+wx|ni−0.5,j+1+wx|ni−0.5,j

)
−wy|ni,j+0.5

2∆x (vy|ni,j+1.5 − vy|ni,j−0.5)

−wy|ni+1,j+0.5−wy|ni−1,j+0.5

8∆x

(
vx|ni+0.5,j+1+vx|ni+0.5,j

+vx|ni−0.5,j+1+vx|ni−0.5,j

)
+
b|ni,j+1+b|ni,j

2 Fy|ni,j+0.5

−vy|
n
i,j+0.5

2∆x

(
wy|ni,j+1.5 − wy|ni,j−0.5

)
− 1

2∆x

(
b|ni,j+1+b|ni,j

)(
p|ni,j+1−p|ni,j

)
. (19)

Using (17)–(19), the equations (14)–(16) with the
iteratively previous time step proceeding ∆t take
the form

p|n+1/2
i,j = p|n−1/2

i,j + ∆t fp|n−1/2
i,j , (20)

wx|ni+0.5,j = wx|n−1
i+0.5,j + ∆t fx|n−1

i+0.5,j , (21)

wy|ni,j+0.5 = wy|n−1
i,j+0.5 + ∆t fy|n−1

i,j+0.5 . (22)

Fig. 2. The influence of wind on the propagation
of the sound wave.

Figure 2 shows the pressure distribution for a
propagating Gaussian pulse after 3000 time steps
in air. The movement of the medium in both
horizontal and vertical directions is taken into
account. As can be seen, a wave propagating in the
direction opposite to the wind decreases in length
and at the same time increases in amplitude. An
increase in wavelength and a decrease in amplitude
occurs when the wind direction and the direction of
wave propagation match.

3. Research

The work analyzed the propagation of a Gaussian
pulse from a soft wave source marked with point “S”
in Fig. 3 through a regular structure composed of
metaatoms with a square cross-section and a lattice
constant of 2 cm and a fill factor of 68.75%.

The spatial step ∆x was 0.125 m, and the time
step ∆t ensuring simulation stability was 100 times
smaller than that resulting from the Courant sta-
bility condition for two-dimensional analysis and
amounted to 2.6 × 10−6 s. Two sizes of structures
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Fig. 3. Pressure distribution for 2×104 time steps
of impulse propagation in a 5-by-5 structure for the
medium velocity vx = 60 m/s.

Fig. 4. Pressure time series collected at point R
(a) with no structure, (b) for the 3-by-5 structure,
and (c) for the 5-by-5 structure for different values
of the medium velocity vx.

Fig. 5. Wave transmission at point R for different
values of the medium velocity (a) vx = 0 m/s, (b)
vx = 20 m/s and (c) vx = 60 m/s.

were analyzed in this study. The first one is 3
columns of 5 rows (3-by-5), and the second one is
5 columns of 5 rows (5-by-5). In order to determine
the transmission, a study of the propagation of a
wave pulse in a space without structures was also
carried out. The wave propagated in the air and the
metaatoms were simulated as a rigid wall.

At the point marked “R” in Fig. 3, the time se-
ries of pressure changes presented for the analyzed
cases in Fig. 4 were recorded. As shown in Fig. 4,
the velocity of the medium in the direction of wave
propagation shortened the time for the wavefront
to reach the receiver point R. The presence of the
phononic structure caused the wave to slow down
and significantly reduce its intensity the greater the
number of layers in the structure.

Figure 5 shows transmission graphs for various
medium velocities and structure sizes. The tests
carried out showed the occurrence of transmission
peaks whose frequency (345 Hz and 519 Hz) was
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independent of the speed of the medium. The in-
tensity of the peaks changed with the velocity of
the medium. These peaks were associated with the
emerging areas of local resonances inside the inter-
metaatomic spaces. The high-intensity peak occur-
ring in the absence of medium movement at 832 Hz,
with the increase in the vx velocity, moved towards
lower frequencies (676 Hz for vx = 60 m/s) while
decreasing its energy, which was related to the in-
crease in the wavelength due to the coincidence of
the medium movement speed with the direction of
wave propagation.

4. Conclusions

The work analyzed the influence of the motion of
the medium on the propagation and transmission of
a mechanical wave through a quasi-two-dimensional
phononic structure composed of metaatoms with a
square cross-section.

An increase in the propagation speed of the me-
chanical wave was demonstrated when the direction
of the medium’s velocity was consistent with it. The
phononic structure caused the wave propagation to
slow down, the greater the number of layers it con-
sisted of. The formation of transmission peaks was
demonstrated as a result of the formation of local
resonance areas in the intermetaatomic space, the
intensity of which was influenced by the velocity of
the medium. The occurrence of a peak was demon-
strated, the frequency of which decreased with the
increase in the velocity of the medium.
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Three identical, interacting with each other nonlinear oscillators are considered. In addition, they are
also externally driven by a coherent field of constant amplitude. The possibility of generating two-mode
squeezed states is analyzed in this system. The two-mode principal squeeze variance is used to study
the properties of the squeezed states of the system. The time evolution of this variance is analyzed,
as well as the effect of the strength of the interaction between the oscillators and the damping strength
on the generation of squeezed states.

topics: nonlinear oscillator, three-qubit system, squeezed states

1. Introduction

The nonclassical properties of the states can man-
ifest themselves through various phenomena such
as entanglement or squeezing. These two phenom-
ena can often be observed in the same quantum
systems [1–3]. Therefore, the squeezed states have
found applications in various quantum technolo-
gies. These states are a resource in such quantum
branches as quantum teleportation [4], quantum
metrology [5], or quantum information process-
ing [6, 7].

This paper will study a model of three mutually
interacting nonlinear oscillators externally driven
by a coherent field. The model discussed here is a
source of the strongly entangled states [8]. There-
fore, we expect this system also to be a source of
two-mode squeezed states.

2. The model

We consider the model of three nonlinear Kerr-
like oscillators (subsystems) characterized by the
nonlinearity constant χ. The oscillators are mutu-
ally coupled by linear interaction in such a way that
they form a chain. In addition, the boundary oscil-
lators (the first and the last) are externally driven
by a coherent field (see Fig. 1). This system can be
described by the following Hamiltonian

Ĥ =

3∑
j=1

χ

2

(
â†j

)2
â2j +

2∑
j=1

ε
(
â†j âj+1 + â†j+1âj

)
+
∑
j=1,3

α
(
âj + â†j

)
, (1)

c c c
e e

a a

Fig. 1. The model of three interacting nonlinear
quantum oscillators driven by an external coherent
field.

where the operators â†j and âj are the bosonic cre-
ation and annihilation operators for the mode j
(j = 1, 2, 3), respectively. The parameter ε de-
scribes the linear interaction between the subsys-
tems. For simplicity, we also assume that the ex-
ternal excitations in modes 1 and 3 have the same
strength and that two internal interactions (1 ↔ 2
and 2 ↔ 3) are equal to each other. Importantly,
under some conditions (α, ε � χ), our system be-
haves as the nonlinear quantum scissors [9–11], and
the system’s evolution is closed within eight three-
mode states (see [8] for details).

In our studies, we assume that the system is ini-
tially in a vacuum state. Furthermore, we analyze
two cases. In the first case, all damping processes are
neglected, and the system’s evolution is described
by the unitary evolution operator Û = e− i Ĥt (we
use units of ~ = 1). Then, the wave function describ-
ing the state of the system is obtained as follows
|ψ(t)〉 = Û |ψ(t = 0)〉. (2)

In the second case, the evolution includes a damping
process. We assume that the system is damped in all
three modes. Therefore, to describe the evolution of
our system, we apply the master equation approach.
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Fig. 2. Time-evolution of the parameter λij for
α = 0.001χ and (a) ε = 12α

10+
√
28
, (b) ε = 12α

10−
√
28
.

Time is measured in units of 1
χ
.

Thus, the time evolution of the density operator ρ̂
describing our model is given by

dρ̂

dt
= −1

i

(
ρ̂Ĥ − Ĥρ̂

)
+

3∑
j=1

[
Ĉj ρ̂Ĉ

†
j −

1

2

(
Ĉ†j Ĉj ρ̂+ ρ̂Ĉ†j Ĉj

)]
. (3)

The operators Ĉj (j = 1, 2, 3) describe the damping
in modes 1, 2, and 3, respectively. These operators
are defined as Ĉj =

√
2κ âj . The parameter κ is

the damping constant characterizing the interaction
with a zero-temperature bath. We assume here that
the damping constants corresponding to all modes
are identical (κ = κ1 = κ2 = κ3).

3. The results and discussion

We focus here on the possibility of generating
two-mode squeezed states. To analyze the squeezing
phenomena, we use the two-mode principal squeeze
variance [12–14]

Fig. 3. Time-evolution of the parameter λij for
α = 0.001χ, ε = 12α

10−
√
28
, and for various values

of damping parameter κ.

λij = 2

[
1+〈∆â†i∆âi〉+〈∆â

†
j∆âj〉+2Re〈∆â†i∆âj〉

−
∣∣〈(∆âi)2〉+〈(∆âj)2〉+2〈∆âi∆âj〉

∣∣], (4)

where 〈∆âi∆âj〉=〈âiâj〉−〈âi〉〈âj〉, and i, j de-
notes the modes. The two-mode squeezed states
are produced if the parameter λij does not
exceed two.

Figure 2 shows the time evolution of the squeez-
ing parameter λij for two values of the internal in-
teraction strength corresponding to the periodic so-
lution (see [8] for details). We see here that for all
pairs of subsystems, we can observe the two-mode
squeezing. Due to the geometry of the system, the
variances of λ12 and λ23 are equal to each other. The
degree of two-mode squeezing is weaker for pairs of
modes 1–2 and 2–3 than for modes 1–3. The char-
acter of the time evolution of the two-mode prin-
cipal squeezing variances depends on the values of
the coupling ε between the oscillators. By changing
the strength of the coupling, we can influence the
time over which two-mode squeezing is generated.
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Fig. 4. Steady-state solutions for the two-mode
principal squeeze variance vs the value of the
damping parameter κ, where ε = 12α

10−
√
28
,

and α = 0.001χ.

For example, by comparing Fig. 2a and Fig. 2b, we
can see that for stronger coupling, the squeezing for
modes 1–3 appears for longer periods of time.

In the next step, we will analyze the damped sys-
tem. In Fig. 3, we can see the time evolution of the
parameter λij for some values of the damping pa-
rameter κ. Since the results for the damped case
corresponding to the two previously considered val-
ues of the excitation strength ε are very similar,
in Fig. 3, we present results only for the stronger
internal interaction case, where ε = 12α

10−
√
28
. We

can see that, as in the case of the system without
damping and for the system with damping, we also
observe the two-mode squeezing for all pairs of sub-
systems. For weak damping, the values of the pa-
rameters λij oscillate. As the parameter κ increases,
the oscillatory character of the time-evolution of λij
disappears.

Importantly, for weak damping, the squeezed
states appear only for the initial period of the evolu-
tion. For the strongly damped system, the squeezed
states can be produced during the whole evolution
of the system. Moreover, it can be seen that for the
strongly damped systems, we obtain stable squeezed
states. Unfortunately, as the damping strength in-
creases, we observe that the degree of stable squeez-
ing decreases. This relationship is better illustrated
in Fig. 4, which shows the steady-state solutions for
various κ values. This figure also shows that the fi-
nal value of the two-mode squeezing parameter λij
depends on the strength of the damping. Further-
more, the final squeezing is the strongest for sub-
systems 1–3.

4. Conclusions

In this paper, the system containing three nonlin-
ear oscillators characterized by Kerr-type nonlinear-
ity was discussed. The oscillators were coupled with

each other in such a way that the system formed a
chain, and the first and the last subsystems were
coherently excited.

For such a system, the possibility of generating
the two-mode squeezed states has been investigated.
We have analyzed the time evolution of the two-
mode principal squeeze variances for the undamped
and damped systems. We have shown that in these
two cases (damped and undamped), the analyzed
system can be a source of two-mode squeezed states
and that the strength of damping influences the
produced squeezing. In addition, it has been shown
that stable two-mode squeezed states are generated
when the system is strongly damped.
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The phenomenon of primary recrystallization in metallic materials is a complex process that involves
nucleation and growth of new grains from the deformed microstructure during post-deformation an-
nealing heat treatment. In this study, we compare the experimental and numerical simulation results
of primary recrystallization in metallic materials. The experimental tests were carried out on ARMCO
iron samples extruded to 10, 20, and 30% of deformation degree and annealed at 973 K for 300 s.
Microsections of the deformed and annealed specimens were analyzed using a metallographic micro-
scope and Joyce–Loebl image analyzer. The numerical simulations were performed using a Monte Carlo
algorithm to model the primary recrystallization of variable nucleation rate. On the basis of the classi-
fication given by Christian, four types of nucleation were simulated: site-saturated nucleation, constant
nucleation rate, increasing nucleation rate, and decreasing nucleation rate, with different magnitudes
of stored energy. Our results show that the decreasing nucleation rate model best fits the experimental
data. The comparison between the experimental and numerical simulation results provides insights into
the nucleation and growth of new grains during primary recrystallization in metallic materials.

topics: Monte Carlo, recrystallization, grain growth, numerical model

1. Introduction

The properties of alloys and metals subjected to
plastic deformation and annealing depend signifi-
cantly on the conditions of recrystallization. One of
the ways to model grain growth and recrystalliza-
tion at the microscopic scale is through Monte Carlo
simulation [1–4]. This type of modelling process has
several advantages. One of them is the ability to
introduce multiple different and often competing
driving forces at the fundamental level by defining
the energy conditions and forces for each individual
element. These relationships determine both the in-
terrelations between elements and the external con-
ditions. Another advantage is that simple assump-
tions can generate complex microstructures, and it
is possible to observe the development of these mi-
crostructures at each stage. Additionally, the abil-
ity to generate structures consistent with any set
of assumptions allows simulation of the nature of
local energy conditions and dynamics. Theoretical
hypotheses can be investigated by comparing mi-
crostructures obtained from simulations and those
observed in experiments.

2. Modelling of the recrystallization

The Monte Carlo method was used for modelling
recrystallization processes. The procedure used for
modelling recrystallization has been described in
detail in the author’s previous works [5, 6]. A gen-
eral description of the simulation is presented be-
low. Recrystallization with variable nucleation rate
was simulated as a function of free energy and the
number of nuclei. The modelling procedure is based
on a two-dimensional array. Each element in the
array is assigned a grain orientation number (Si)
ranging from 1 to 48, representing the orientation
of the grain in which the element is embedded, and
a fixed value of grain boundary free energy and in-
ternal energy for that grain (Ei). Grain boundaries
are determined by elements with different orienta-
tions. Potential nuclei are randomly placed in the
deformed structure. Recrystallized grains have ori-
entations given by numbers ranging from 49 to 64,
distinguishing them from deformed grains. Energy
values are also calculated for these grains. In each
calculation step, a new number ranging from 1 to 64
is randomly assigned to each element in the array,

292

http://doi.org/10.12693/APhysPolA.144.292
mailto:tomasz.walasek@pcz.pl


Comparative Study on Primary Recrystallization of Metallic Materials. . .

determining its new possible orientation. New val-
ues of grain boundary free energy and internal en-
ergy (Ei

∗) are calculated for that element. If the
change in energy due to reorientation satisfies the
condition Ei

∗−Ei ≤ 0, the orientation Si of that
element is transposed to the new orientation. Oth-
erwise, there is no modification of the orientation Si.
The change in orientation of an element located at
the grain boundary to the orientation of the near-
est neighbouring element indicates grain boundary
motion. The orientations of recrystallized grains can
change to other recrystallized grains in subsequent
calculation steps.

Fig. 1. Recrystallized volume fraction F (t) for the
degree of stored energy H/J = 1 and different mod-
els of nucleation: (a) decreasing nucleation rate I,
(b) decreasing nucleation rate II, (c) site-saturated
nucleation, (d) increasing nucleation rate, and (e)
continuous nucleation rate.

Fig. 2. The Avrami plots for the degree of stored
energy H/J = 1 and different nucleation models:
(a) decreasing nucleation rate I, (b) decreasing nu-
cleation rate II, (c) site-saturated nucleation, (d)
increasing nucleation rate, and (e) continuous nu-
cleation rate.

3. Results

3.1. Computer simulation

As an initial structure for modelling recrystal-
lization, the structure obtained from Monte Carlo
grain growth simulation was adopted and then “de-
formed” to a specified degree of deformation. The
number of different grain orientations was given as
Q = 48 for grain growth and Q + 16 for recrystal-
lization.

Extensive investigations were conducted for four
types of nucleation:

• Variable nucleation with increasing nucleation
rate, introducing I new nuclei into the struc-
ture every tenth step, until I = 100, where
n = 10 and i = 1, 11, 21, 31, . . . , IMCS.

• Variable nucleation with decreasing nucle-
ation rate, introducing I new recrystallization
nuclei into the structure at every tenth step;
in the article, I = 100 (decreasing rate I) and
I = 200 (decreasing rate II) were adopted.

• Continuous nucleation, introducing I = 10
nuclei randomly into the structure every ten
steps of the Monte Carlo step (MCS).

• Saturation nucleation, introducing I = 200
nuclei randomly into the structure at t = 0.

For simulation purposes, a dimensionless value of
the ratio of stored grain boundary energy to grain
interior energy, denoted as H/J , was used to pro-
vide a simpler and more understandable descrip-
tion. The above studies were conducted under the
same energy conditions, i.e., H/J = 1, 1.5, 2,
and 2.5.

Figure 1 shows the relationship between the re-
crystallized volume fraction F and the time t ex-
pressed in Monte Carlo steps for four different
nucleation rates and a degree of stored energy
H/J = 1. The observed dependencies exhibit a sig-
moidal shape, consistent with experimentally de-
termined curves [7–9]. No incubation period was
observed in the simulation since nucleation nuclei
were introduced into the system at t = 0. It can be
observed that the recrystallization kinetics depend
significantly on the type of nucleation. The author’s
studies also indicate a strong dependence on the de-
gree of stored energy H/J (see also [8]).

The most commonly used equation describing re-
crystallization is the relationship between the re-
crystallized volume fraction F and time t, known as
the Johnson–Mehl–Avrami–Kolmogorov (JMAK)
theory, i.e.,

F (t) = 1− exp(−ktn), (1)
where k and n are constants, and the constant n is
referred to as the Avrami exponent. The graphical
interpretation of the Avrami exponent is the slope
of the Avrami line, which represents the relationship
between log(− ln(1−F )) and log(t).
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Fig. 3. Histogram of the grain size distribution for
the calculated microstructures for saturated nucle-
ation rate and the degree of stored energy H/J = 1,
1.5 and 2, and 2,5.

Figure 2 shows the graphical interpretation of the
JMAK equation for the four types of nucleation and
the degree of stored energy H/J = 1. The data
plotted on the graph approximately follow parallel
lines. The slopes of the Avrami lines are smaller in
the initial period, which is attributed to the rela-
tively large number of nuclei introduced into the
system at t = 0. For all presented Avrami curves,
the exponent n is approximately 2, consistent with
the predictions of the classical JMAK theory.

Figure 3 presents the logarithmic scale distribu-
tion of grain sizes obtained from recrystallization
simulations for saturation nucleation and different
degrees of stored energy H/J = 1, 1.5, 2, and 2.5.

3.2. Experimental results

The experimental verification of the recrystalliza-
tion model was conducted on ARMCO iron sam-
ples that were subjected to plastic deformation. The
samples were drawn through a die, resulting in de-
formations of 10, 20, and 30%. Rectangular-shaped
specimens with dimensions of 10× 10× 55 mm3

were prepared and mounted in the jaws of a
TCS 1405 thermal cycle simulator manufactured
by SMITWELD. The simulator jaws were water-
cooled, allowing for controlled temperature condi-
tions within the specimens. The recrystallization
experiments were carried out at a constant temper-
ature of T = 973 K and a holding time of t = 300 s.
After cold deformation, the samples were rapidly
heated to the desired temperature and held for the
specified duration.

Figure 4 shows the comparison between the ex-
perimental microstructure and the simulated mi-
crostructure for a deformation of 30% and a re-
crystallization degree of H/J = 1. The simulated
microstructure exhibits recrystallized grains with

Fig. 4. Histogram of the grain size for the speci-
men of ARMCO iron deformed 10% and then re-
crystallized and the microstructure obtained from
the simulation for decreasing nucleation rate and
H/J = 1.

distinct boundaries, which align well with the ex-
perimental observations.

The comparison between the experimental and
simulated microstructures confirms the capability of
the recrystallization model to capture the essential
features of the recrystallization process. The model
successfully predicts the nucleation and growth of
recrystallized grains, as well as the evolution of their
size and distribution. The discrepancies between the
simulated and experimental microstructures can be
attributed to simplifications and assumptions made
in the model, such as the isotropic nature of grain
growth and the neglect of certain microstructural
factors.

Further refinements of the model can be made by
incorporating additional parameters and consider-
ing more complex mechanisms of recrystallization.
The comparison between simulation and experimen-
tal results provides valuable insights into the recrys-
tallization kinetics and helps to understand the un-
derlying mechanisms governing the process.

4. Conclusions

In this study, a recrystallization model based on
the Monte Carlo method was developed and experi-
mentally verified. The model successfully simulates
the nucleation and growth of recrystallized grains
in deformed materials. By adjusting the energy pa-
rameters and the nucleation rate, the model can re-
produce different recrystallization scenarios.

The simulated microstructures exhibit recrystal-
lized grains with distinct boundaries, which aligns
well with the experimental observations.

In conclusion, the developed recrystallization
model based on the Monte Carlo method shows
promise in simulating the recrystallization process
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in deformed materials. It successfully predicts the
nucleation and growth of recrystallized grains and
provides valuable insights into the evolution of mi-
crostructures.
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Understanding the complex physical phenomena involved in the casting process simulation requires con-
tinuous and complementary research to improve mathematical modelling. The paper presents a math-
ematical model and numerical simulations of the solidification process of a cylindrical casting, taking
into account the filling of the mould cavity with liquid metal and feeding the casting through the riser
during solidification. The basic mathematical model that considers only thermal phenomena is often
insufficient to analyse the metal solidification process. Therefore, more complex models are formulated
that include coupled thermal and flow phenomena. The mathematical description then consists of the
system of Navier–Stokes differential equations, the equations of the continuity of flow and energy. Such
a mathematical model was used in the paper because the mutual dependence of thermal and flow phe-
nomena has a significant impact on the solidification process. The finite element method was used to
solve the problem, and changes in thermophysical parameters were considered as a function of tem-
perature. The impact of the riser shape on the effectiveness of feeding of the solidifying casting was
also determined and an appropriate selection of the riser shape was made to obtain a casting without
shrinkage defects, which was the aim of this work.

topics: numerical simulations, solidification, Navier–Stokes equations, casting defect

1. Introduction

During the casting process, various types of de-
fects occur that may have a negative impact on
the quality of the final product. One of such de-
fects is the formation of shrinkage cavities, which
cannot be completely avoided, but the heat trans-
port process can be controlled so as to reduce these
defects by moving their location to the riser. Re-
search on real objects is much more difficult, which
is why computer simulations are becoming the ba-
sic method of controlling the casting solidification
process [1–7]. In this paper, the course of the so-
lidification process is analysed in the cylindrical or
conical-shaped casting–riser system using a basic or
complex model. In the complex model [2, 3, 5, 6],
the mutual influence of thermal and flow phenom-
ena was taken into account, starting from the mo-
ment of filling the metal mould with molten metal
and ending with complete solidification of the cast-
ing. For comparison, the solidification process of the

casting was analysed using the basic model [4], in
which only thermal phenomena are taken into ac-
count. In this way, the impact of taking into account
or omitting liquid metal movements on the process
of making a casting without shrinkage defects was
assessed, which was the purpose of this paper. The
shape of the solidus line was also observed, assess-
ing whether it was closed in the casting area. Such
a situation would mean no inflow of molten metal
from the riser to this area in the casting and the
formation of a shrinkage defect in this place of the
casting, which we try to avoid.

2. The mathematical model

The mathematical model of the casting solidifi-
cation process considering the liquid metal move-
ments (complex model) is based on the solution of
the following system of equations in a cylindrical
axial-symmetric coordinate system [2–7]:
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• Navier–Stokes equations
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• continuity equation
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• heat conductivity equation with the convec-
tion term
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• first order pure advection equation

∂F

∂t
+ vr

∂F

∂r
+ vz

∂F

∂z
= 0, (4)

where λ is thermal conductivity coeffi-
cient [W/(m K)]; µ(T ) — dynamical viscosity
coefficient [kg/(m s)]; ρ=ρ(T ) — density [kg/m3];
vr and vz — the r- and z-component of veloc-
ity [m/s], respectively; T — temperature [K];
Cef = c+L/(TL−TS) — effective specific heat
of a mushy zone [J/(kg K)]; L — latent heat
of solidification [J/kg]; TL and TS — the liq-
uidus and solidus temperature of the analysed
alloy, [K]; gr and gz — the r- and z-component
of gravitational acceleration [m/s2], respectively;
p — pressure [N/m2]; β — volume coefficient
of thermal expansion [1/K]; t — time [s]; c —
specific heat [J/(kg K)]; r — radius [m]; T∞ —
reference temperature (T∞=Tin) [K]; F — the
pseudo-concentration function across the elements
lying on the free surface.

The mathematical model of the casting solidifica-
tion process without taking into account the move-
ments of liquid metal (basic model) is reduced only
to the solution of the heat conductivity equation (3)
without the convection term [4].

The equations (1)–(4) are completed by appro-
priate boundary conditions and initial conditions.
The initial conditions for temperature and velocity
fields are given, respectively, as [3–5]

v(r, z, t0) = v0(r, z) = vin

∣∣∣Γ1−1
,

T (r, z, t0) = T0(r, z) =


Tin on Γ1−1

TA in ΩA

TM in ΩM

.

(5)

Fig. 1. Scheme and identification of sub-regions of
the considered system.

The boundary conditions, specified in the con-
sidered problem, on the indicated surfaces (Fig. 1)
were as follows:

— for velocity [3, 5],

vt
∣∣
Γ1−1

= vt
∣∣
Γ2−2

= vn
∣∣
Γ2−2

= 0,

vn
∣∣
Γ1−1

= vin, vn, vt
∣∣
ΓG

= 0,

∂vt
∂n

∣∣
r=0 = 0, vn

∣∣
r=0 = 0,

(6)

— for temperature [3–6],

λM
∂TM
∂n

∣∣∣ΓM
= −αM

(
TM

∣∣∣ΓM
−Ta

)
,

∂T

∂n

∣∣∣Γ2−2
= 0, λS

∂TS
∂n

∣∣∣ΓG− = λG
∂TG
∂n

∣∣∣ΓG− ,

∂T

∂n

∣∣∣r=0 = 0, λG
∂TG
∂n

∣∣∣ΓG+
= λM

∂TM
∂n

∣∣∣ΓG+
,

T
∣∣
Γ1−1 = Tin, (7)

where Ta is ambient temperature [K]; αM — heat
transfer coefficient between the ambient and the
mould [W/(m2 K)]; TA — temperature of air in-
side mould cavity in initial state [K]; Tin — ini-
tial temperature [K]; TM , TG, and TS — temper-
ature of mould, gap (protective coating), and solid
phase, respectively [K]; vin — initial velocity [m/s];
λM , λS , and λG — thermal conductivity coefficient
of mould, solid phase, and gap [W/(m K)], respec-
tively; vt and vn — tangential and normal com-
ponent of velocity vector [m/s], respectively; n —
outward unit normal surface vector [m].

This task was solved using the finite element
method (FEM) in the weighted residuals formula-
tion [3–5].
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3. Calculation results and discussion

Numerical calculations of the solidification pro-
cess of the casting–riser system were made for two
riser shapes, i.e., cylindrical and conical risers with
the same bottom diameter. The influence of liquid
metal movements on the casting solidification pro-
cess in the following system of casting–riser–mould,
shown schematically in Fig. 1, was also analysed.

The outside dimensions of the mould are equal to
d = 0.320 m and h = 0.280 m, whereas the dimen-
sions of the mould cavity are equal to do = 0.200 m,
ho = 0.070 m, hn = 0.150 m, dnd = 0.080 m,
dng = 0.100 m, din = 0.020 m. For the cylindri-
cal riser, dn = dnd = 0.080 m. The internal surface
of the steel mould is covered with a protective coat-
ing with a thickness of 2 mm. Numerical simulations
were carried out for the casting made of low-carbon
cast steel and the steel mould with thermo-physical
properties, which were taken from [5]. The over-
heated metal with the temperature of Tin = 1845 K
was poured from the bottom with the velocity vin =
0.1m/s into the steel mould with the initial temper-
ature TM = 345 K. Other important temperatures
were equal to TA = 345 K and Ta = 300 K. The
heat transfer coefficient (α) between ambient and
the mould was equal to αM = 200 W/(m2K). The
professional FIDAP program was used to analyse
the solidification process of the metal in the con-
sidered casting–riser system. The transient calcula-
tion process was interrupted when the temperature
in the casting lowered below the solidus tempera-
ture. The computation process was carried out on
a computer with a 2.3 GHz IntelCore-i7 processor
and lasted approximately 24 h when using the com-
plex model or approximately 5 h when using the
basic model. Such an extension of the computation
time in the first case was due to the necessity to use
a very small time step in the process of filling the
mould cavity.

Fig. 2. Velocity vectors at t = 400 s, variant I.

Fig. 3. Temperature distribution at t = 400 s,
variant I.

Fig. 4. Temperature field after solidification of the
casting at t = 523 s, variant I.

Numerical calculations of the solidification pro-
cess of the casting–cylindrical riser system were car-
ried out using the complex model (variant I), while
the solidification process of the casting–conical riser
system was carried out using two models: complex
(variant II) and basic (variant III). Simulations of
the casting formation were performed, starting from
the moment of filling the mould cavity with molten
metal and ending with its complete solidification.
Convection movements of liquid metal are presented
in the form of velocity vectors for a selected moment
of time (Fig. 2), while the temperature distribution
corresponding to this time is shown in Fig. 3, where
a solidus line is drawn separating the solid–liquid
zone of the casting from its solid area.
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Fig. 5. Temperature field after solidification of the
casting at t = 562 s, variant II.

Fig. 6. Temperature field after solidification of the
casting at t = 488 s, variant III.

Then, the temperature fields after the casting so-
lidification for three calculation models were com-
pared, observing the shape of the solidus line in
the final stages of solidification of the casting–riser
system (Figs. 4–6). When the solidus line is closed
in the casting, the area limited by it will not be fed
with liquid metal from the riser, and in this place,
as a result of metal shrinkage, a shrinkage defect
will occur (Figs. 4 and 6). However, we try to avoid
such a situation and move such a defect to the riser,
which can be achieved by using the complex model
for calculations and the casting–conical riser system
(Fig. 5).

4. Conclusions

The paper presents a mathematical model and
the results of numerical simulation of the casting
solidification, taking into account the process of fill-
ing the mould cavity with molten metal and con-
vection movements after its completion (complex
model), as well as simulation results in which the
movements of the liquid metal were ignored (basic
model). Numerical calculations of the casting solid-
ification process were also performed for two riser
shapes, i.e., cylindrical and conical riser, assumed in
turn. In this way, the influence of the assumed riser
shape and molten metal movements on the solidifi-
cation kinetics and the location of the solidification
end in the analysed system were assessed. It was ob-
served that in the final period of solidification of the
casting–riser system, a solidus line is visible closing
in the upper part of the casting (in some variants).
This suggests that shrinkage defects will occur at
this location. This situation occurs in the case of
simulation of the casting process carried out using
a cylindrical riser — variant I (Fig. 4) — or when
using the basic model — variant III (Fig. 6). Such a
situation was not observed if the casting process was
carried out using a conical riser and using a complex
model — variant II (Fig. 5). In that case, the end
of solidification occurred in the riser, which is desir-
able because the riser is cut off and reworked. It also
proves that the conical-shaped riser fulfilled its task
and the casting was made without casting defects,
which is very important for foundry practice.
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In this work, the change in the mechanical and microstructural properties of the material exposed to
elevated temperatures was investigated in order to determine the variable and temperature-dependent
strength parameters. The article presents the results obtained during the uniaxial tensile test of the
samples (including modulus of elasticity, yield strength, and tensile strength) under variable thermal
conditions. The heating process took place in a modern furnace using T3 lamps in the temperature
range up to 1100◦C. The MTS extensometer was used for the measurement.
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1. Introduction

Steel products with properties enabling opera-
tion at high temperatures have become available on
the market in recent years due to the development
of metallurgical and production technologies. Steel
grade WCL/1.2343/X37CrMoV5-1 is widely used
in various industrial sectors, including automotive,
aerospace, and machine tools. Many manufactur-
ers of cutting tools use it to produce high-quality,
durable, and wear-resistant tools [1, 2]. This steel is
used in the production of tools for processing light
metal alloys, for hot stamping, and for the produc-
tion of nuts, rivets, and screws. The stiffness and
strength of steel elements may decrease as a result
of operation at elevated temperatures, which plays
a key role in designing the fire resistance of steel
structures. The properties of materials at elevated
temperatures are defined in international specifica-
tions for steel structures such as European Stan-
dard (EC3), American Specification (AISC Speci-
fication), and Australian Standard (AS 4100) [3].
However, the material properties at elevated tem-
peratures in these specifications are based primarily
on experimental data on normal-strength hot-rolled
carbon steel.

Knowledge of the basic strength parameters
of the material is important for technologists
and structure designers [4–7]. The study of the

mechanical and thermomechanical properties of
the material is also important for numerical mod-
elling [8]. Nowadays, numerical modelling is in-
creasingly used at the initial stages of production.
Reliable processing of appropriate material data
increases the computational accuracy of discrete
models.

2. Infrared radiant heating chamber

An infrared heating chamber Model E4 is used in
experimental tests of rod heating. Figure 1 shows a
diagram of the heating chamber. The heating cham-
ber allows for very quick heating of elements using
highly concentrated infrared energy. This energy is
generated by two halogen lamps and focused on the
axis of the furnace using four elliptical reflectors.
From a cold start, the lamps reach 90% of the oper-
ating temperature within 3 s. The device allows to
heat elements up to 1100◦C [9, 10].

3. Measuring system

Universal testing machine Zwick/Roell Z100
with maximum load 100 kN and precision 1 N
force/0.01 mm displacement (without extensome-
ter, see Fig. 2) is used in the research [8].
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Fig. 1. Diagram of infrared heating chamber [9].

Fig. 2. The measurement system used in experi-
mental tests.

TABLE IThe chemical composition of
WCL/1.2343/X37CrMoV5-1 steel.

Element C Si Mn P

0.33–0.41 0.80–1.20 0.25–0.50 max–0.030

Element S Cr Mo V

max–0.030 4.80–5.50 1.10–1.50 0.30–0.50

The universal machine is coupled with a heat-
ing chamber that adjusts temperatures during the
tensile test. The elongation measurement is car-
ried out by determining the position of the mov-
able cross-head and an additional MTS extensome-
ter equipped with ceramic fingers that contact the
tested sample inside the heating chamber during the
measurement.

In order to determine the strength properties
(Young’s modulus, elasticity and yield strength, ul-
timate tensile strength), a series of static tensile

Fig. 3. Samples used in experimental tests.

Fig. 4. A set of samples obtained after experimen-
tal tests.

tests are carried out on samples with a circular
cross-section and a threaded shank part (Fig. 3).
The tests are performed for samples at the follow-
ing temperatures: 20, 100, 200, 300, 400, and 600◦C.

The samples are made of hot work tool steel
— WCL/1.2343/X37CrMoV5-1. Table I shows the
chemical composition of tested steel.

4. The true stress–strain curve

On the basis of tension diagrams for various tem-
peratures, it is possible to develop a numerical (ap-
proximated) diagram for the tension of steel. Com-
mercial strength analysis software requires the im-
plementation of true stress–strain diagrams. There-
fore, the experimentally obtained steel tension di-
agram should be transformed into a true stress–
strain curve used by the software [11].

The value of true stress σTrue is determined on the
basis of the actual stress (σEn) diagram, obtained
in the testXpert II program,

σEn =
F

Ao
, σTrue =

F

A
, (1)

where A = Ao Lo/L, and

σTrue =
F

A
=

F L

AoLo
=

F

Ao
(1 + εEn) , (2)

where F is forces [N], A — actual cross-sectional
area [mm2], Ao — initial cross-sectional area [mm2],
L — measurement length [mm], Lo — initial mea-
surement length [mm], and εEn — actual displace-
ment.

Finally,
σTrue = σEn

(
1 + εEn

)
. (3)

Determining true strain (εTrue) on the basis of the
real displacement (εEn) is performed as follows

εEn =
∆L

Lo
=

L

Lo
− 1,

εTrue =

∫ L

Lo

dL

L
= ln

(
L

Lo

)
.

(4)
Therefore,

εTrue = ln (1 + εEn) . (5)
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Fig. 5. Diagram of steel tension at temperature of 20◦C with characteristic values.

Fig. 6. Stress–displacement curves of
WCL/1.2343 steel for different temperatures.

5. Experimental results

Figure 4 shows the sample scraps obtained af-
ter the tensile test. A quite significant difference in
elongation can be noticed in the case of samples
stretched at higher temperatures.

Figure 5 shows the actual tensile diagram ob-
tained in the testXpert II program with marked
strength values.

Table II shows the material properties obtained
from the static tensile test.

Figure 6 shows the results of all tensile tests for
5 different temperatures. It can be observed that
plasticity increases and the value of Young’s modu-
lus lowers at a higher temperature of the sample.

Fig. 7. True stress–strain diagrams for difference
temperatures.

TABLE II

Material properties obtained of the experimental
metods.

No.
T

[◦C]
E

[GPa]
R0.2

[MPa]
Rm

[MPa]
Ao

[%]
1. 20 21.0 518 541 6.24
2. 200 17.8 551 587 5.73
3. 300 25.0 305 313 5.10
4. 400 19.7 231 239 6.71
5. 600 6.26 43.8 63.4 19.42

Using the experimentally obtained strain dia-
grams (Fig. 6) and equations (3) and (5), it is
possible to develop a true stress–true strain dia-
gram (Fig. 7).
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Fig. 8. Microstructure of the tested material for
two selected temperatures (a) 20◦C, (b) 600◦C.

Figure 8 shows photos of the microstructure
of two selected samples heated to 20◦C (a) and
600◦C (b).

6. Conclusions

In this work, a number of experimental tests
are performed to determine the material proper-
ties of steel at various temperatures. These stud-
ies allowed the development of a discrete numerical
model of the material, which can be used in com-
putational simulations of analysed steel. Simulation
results based on experimental tests increase compu-
tational accuracy.
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Fe-based, rapid-quenched alloys are characterized by good magnetic properties. For alloys with ferro-
magnetic properties, an important parameter is the saturation magnetization. Its value depends on
many factors, including: chemical composition, content of ferromagnetic elements, and structure of the
material. For alloys with an amorphous structure, there is a chaotic arrangement of atoms in the alloy
volume. Locally, however, the atoms may be in an order close to the crystal structure. The distances
between magnetic atoms in such areas determine the magnetization process of the alloy. These dis-
tances can be adjusted with various alloy additions. The study investigated the effect of the content of
Y and Hf on the distance between magnetic atoms and the value of saturation magnetization. It was
found that a higher content of Y (characterized by a longer atomic radius compared to Hf) reduces
the distance between Fe atoms and causes a decrease in the value of saturation magnetization. This is
related to the local presence of antiferromagnetic order.

topics: bulk amorphous alloys, antiferromagnetic, Mössbauer spectroscopy

1. Introduction

The rapid development of human civilization,
especially in the field of electronics and electri-
cal engineering, constantly forces manufacturers
to use newer and newer materials. These mate-
rials must meet rigorous shape quality standards
and constantly improved performance parameters.
Nowadays, electricity is a strategic medium and lim-
iting its consumption is crucial. Therefore, materi-
als that can be used to produce energy-saving elec-
tronic and electrical devices are being sought. Such
materials are obtained by mixing appropriate in-
gredients while maintaining the rigor of production
and obtaining the expected structure, both mate-
rial and magnetic structure. Commonly known crys-
talline materials do not promise further develop-
ment, therefore work is underway to change their

structure. The change in structure may be related
to the fragmentation of crystal grains present in
the material, a change in their easy magnetization
direction, or the complete elimination of the crys-
tal structure. In conventionally used transformer
sheets, their properties are improved in the tex-
turing process, where a Goss or cube structure is
obtained [1]. Such sheets can also be classified in
terms of the directionality of their magnetic proper-
ties into isotropic and anisotropic. The former show
the same magnetic properties in all measurement
directions. The latter, however, have one specified
direction of easy magnetization. From the point of
view of magnetic properties, anisotropic steels are
much better, but they have much worse mechanical
properties. Both transformer sheets are obtained by
cold rolling. The main difference in these materials
is the Si content, which is approximately 1% for
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isotropic steel and from 3.5 to 6.5% for anisotropic
steel [2]. The most desirable in terms of operational
profitability is a transformer sheet with increased
Si content, despite the observed decrease in satura-
tion induction. The reason for this is that the phe-
nomenon of magnetostriction is reduced to almost
zero, which significantly reduces the operating costs
of transformers. The group of electrical alloys show-
ing a negligible value of magnetostriction includes a
significant number of amorphous alloys, which are
commonly called amorphous [3, 4]. These types of
materials do not contain crystal grains and do not
require additional plastic processing. In the pro-
duction process itself, amorphous alloys become an
anisotropic material, which, if necessary, can only
be subjected to an annealing treatment, also known
as relaxation annealing. The production of this type
of electrical materials takes place at very high cool-
ing rates (102–106 K/s), which significantly reduces
their thickness. A very important factor determin-
ing the magnetic properties is the chemical com-
position of the material produced. The basis for
the production of amorphous materials for use in
the production of transformers is the FeCoB ma-
trix. Of course, at this point, it is necessary to men-
tion nanocrystalline materials (not discussed in this
study), which are created as a result of the thermal
treatment of amorphous materials and have proper-
ties different from them. In the case of rapid quench-
ing materials after production, it can be shown that
the elements are not evenly distributed in their vol-
ume, which leads to disturbances in their magnetic
properties. The main reason may be the occurrence
of the Invar phenomenon [5] or the competition be-
tween ferro- and antiferromagnetic ordering.

The paper will present the results of Mössbauer
tests performed for the bulk Fe65Nb5Y5+xHf5−xB20

(x = 0, 1) amorphous alloys after solidification.

2. Experimental procedure

The test samples were prepared in two stages.
The first stage involved making ingots, and the sec-
ond stage involved casting rapid quenched alloys.
Amorphous plates were obtained from high-purity
ingredients: Fe — 99.99 at.%, Co — 99.999 at.%,
Y — 99.99 at.%, Hf — 99.9999 at.%. Boron was in-
troduced in the form of an alloy with the chemical
composition of Fe45.6B54.4. The alloy ingots were
made using an arc furnace operating in an argon
atmosphere. The alloy components were weighed,
placed on a water-cooled copper plate and melted
using an electric arc (350 A). The sample was
melted three times on each side. Before each melt-
ing, pure titanium was first melted, which acted as
an absorber of the oxygen remaining in the cham-
ber. After final melting, the ingots were left to cool
to minimize oxidation of the ingot surface. The thus
obtained ingots weighing 20 g were cleaned mechan-
ically and in an ultrasonic bath.

Fig. 1. X-ray diffraction images obtained for sam-
ples of the tested Fe65Nb5Y5+xHf5−xB20 alloys in
the form of 0.5 mm plates: x = 0 (curve 1), x = 1
(curve 2).

After cleaning, they were crushed into smaller
batch portions into an induction furnace, where
bulk metallic glasses were produced. The plates
were made in a chamber with a fixed argon atmo-
sphere. Pieces of alloy melted using eddy currents
were sprayed into a copper mold cooled by water.
The liquid melt was solidified into a plate approxi-
mately 0.5 mm thick.

After solidification, the plates were subjected to
X-ray diffraction (XRD) tests using a Bruker model
ADVANCE 8 device. The device was equipped with
a Cu X-ray tube, and the measurement was per-
formed in the 2θ angle range from 30 to 100◦ with
scanning density of 0.02◦ per measurement step and
measurement time of 5 s. Mössbauer tests were per-
formed on a POLON spectrometer. 57Co was used
as a Mössbauer source in a Rh matrix, with an ac-
tivity of 50 mCi and a half-life of 270 days. The spec-
trometer was calibrated with 20 µm thick iron foil.
Mössbauer spectra were recorded in transmission
geometry. From the analysis of Mössbauer transmis-
sion spectra, the distributions of hyperfine field in-
duction on 57Fe nuclei were obtained. Primary mag-
netization curves were measured using a LakeShore
vibration magnetometer operating at a magnetic
field strength of up to 2 T. All measurements, i.e.,
XRD, vibrating-sample magnetometry (VSM) and
Mössbauer measurement, were performed at room
temperature.

3. Presentation of results

Figure 1 shows X-ray diffractograms obtained for
samples of the tested alloys.

The X-ray diffractograms shown in Fig. 1 are sim-
ilar and consist of a single broad maximum. This
shape of the diffractograms indicates a chaotic ar-
rangement of atoms in the sample volume for which
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Fig. 2. Mössbauer transmission spectra obtained
for the tested Fe65Nb5Y5+xHf5−xB20 alloys in the
form of 0.5 mm plates: (a) x = 0, (b) x = 1.

there is no pattern, which in the case of crystalline
materials gives an image in the form of a narrow
peak related to the periodicity of the arrangement
of atoms while maintaining the angular translations
between them. The amorphousness of the samples
was additionally confirmed by tests using Möss-
bauer spectroscopy. Figure 2 shows the Mössbauer
transmission spectra measured for samples of the
tested alloy after solidification.

The obtained Mössbauer spectra are typical for
amorphous alloys. These spectra are asymmetric
and consist of broad and overlapping lines. The so-
called Zeeman sextets indicate that the tested mate-
rial is an alloy with ferromagnetic properties. Based
on the analysis of Mössbauer transmission spectra,
the distributions of hyperfine field induction on 57Fe
nuclei were obtained (Fig. 3).

The distributions of hyperfine field induction on
57Fe nuclei, obtained from the spectra (Fig. 2a
and b), consist of two components, i.e., low field and
high field. This shape of the presented distributions
is related to the presence of different surroundings
of iron atoms. As for the low-field component, it

Fig. 3. Distributions of hyperfine field in-
duction obtained based on the analysis of
Mössbauer transmission spectra for the tested
Fe65Nb5Y5+xHf5−xB20 alloys in the form of
0.5 mm plates: (a) x = 0, (b) x = 1.

is associated with areas with high iron content. In-
creased concentrations of iron atoms force the dis-
tance between them to locally decrease, which may
ultimately lead to the formation of antiferromag-
netism. However, the high-field component is asso-
ciated with iron atoms, which are also adjacent to
Y and Hf atoms. For the sample with Y content = 5
(i.e, sample with x = 0), the average hyperfine field
decreases, which probably leads to a local increase
in the packing of Fe alloys. This state in the mag-
netic structure may manifest itself in the deterio-
ration of saturation magnetization due to competi-
tion between ferro- and antiferromagnetic interac-
tions. According to the Sleter–Bethe theory [6], re-
ducing the distance between neighboring iron atoms
results in a weakening of the ferromagnetic interac-
tions and leads to a decrease in the hyperfine field
of the low-field component in the hyperfine field dis-
tributions. This means that an increase in the share
of the low-field component with a simultaneous de-
crease in its average hyperfine field may lead to the
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Fig. 4. Primary magnetization curves obtained for
the tested Fe65Nb5Y5+xHf5−xB20 alloys in the form
of 0.5 mm plates: x = 0 (curve 1), x = 1 (curve 2).

occurrence of areas with antiferromagnetic proper-
ties in the sample volume. Figure 4 shows the pri-
mary magnetization curves measured for the tested
alloys.

For samples containing Y, a slight decrease in sat-
uration is observed, which confirms the results of
Mössbauer tests.

4. Conclusions

When designing amorphous alloys for use in elec-
trical engineering, the phenomenon of rearrange-
ment of ferromagnetic atoms in the sample volume

should be taken into account. This rearrangement
occurs already in the production process, which
means that the most important element is devel-
oping the appropriate chemical composition of the
alloy. As one can see, the introduction of elements
with a large atomic radius has a negative impact on
the homogeneity of the alloys after solidification.
The observed increase in the low-field component
with a simultaneous decrease in its average hyper-
fine field contributes to the competition between fer-
romagnetic and antiferromagnetic interactions.
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In this work, the influence of different cross-sections of meta-atoms and their distribution on the oc-
currence of local resonance regions in inter-meta-atomic spaces of finite phononic structures was inves-
tigated. Software based on the Mathematica package was designed and implemented using the finite
difference algorithm in the time domain to simulate mechanical wave propagation in phononic structures.
Then, for the recorded time series from the inter-meta-atomic spaces, resonant frequency distributions
were determined using Fourier transforms, and an analysis of the differences in frequency distributions
depending on the location of the inter-meta-atomic space was carried out.

topics: finite-difference time domain (FDTD), discrete Fourier transform (DFT), local resonant regions,
phononic structures

1. Introduction

In the realm of phononic structures, the study of
how meta-atom geometry influences acoustic wave
filtering properties has emerged as a critical re-
search focus. Researchers are keenly interested in
harnessing the controllability of such structures.
Much of the attention in this field has traditionally
been directed toward understanding phononic band
gaps (PhnBG), which represent frequency bands
where the passage of acoustic waves through a
crystal is prohibited. This area of study has seen
significant contributions, as evident in works such
as [1–6], which delve into the characteristics and
properties of these band gaps. Furthermore, re-
searchers have delved into the geometry and ar-
rangement of scatterers within phononic crystals.
By altering the shape and layout of these scatter-
ers, they aim to achieve specific properties within
the PhnBG, including its width or blocking of a
particular frequency band. For instance, research
has examined the influence of scatterer orienta-
tion on tuning acoustic bands in two-dimensional
phononic crystals [7], used numerical methods to

explore tunable acoustic bandgaps [8], and even
developed analytical models for tuning rods within
phononic crystals to attenuate waves at particu-
lar frequencies [9]. The concept of active phononic
crystals (APC) has also been a subject of inter-
est, as highlighted in studies [10, 11]. APCs are
a specialized class of phononic crystals that incor-
porate active components or materials to actively
control and manipulate the propagation of acous-
tic or mechanical waves within the structure. Un-
like traditional (passive) phononic crystals, which
rely solely on the inherent properties of the crys-
tal’s structure to control the flow of waves, active
phononic crystals use external energy sources or ac-
tive materials to modify the wave properties in real
time. These studies have shown the potential of ac-
tive phononic crystals in controlling the propaga-
tion of waves at specific frequencies, offering the
possibility of serving as directional mechanical fil-
ters. Another area of exploration has focused on
understanding how factors such as the filling fac-
tor, lattice constant, and the shape and type of
meta-atomic material affect the transmission of me-
chanical waves in quasi-two-dimensional phononic
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structures [12]. Such investigations provide cru-
cial insights into designing structures with desired
wave properties. In supporting these investigations,
numerical methods, particularly the finite-difference
time-domain (FDTD) method, have played a piv-
otal role. FDTD is widely used to simulate wave
propagation within periodic acoustic structures,
making it a valuable tool for understanding and
analyzing the characteristics of phononic crys-
tals [2, 13–16]). In sum, the research surrounding
the influence of meta-atom geometry in phononic
structures is a multifaceted field, covering band
gaps, scatterer properties, active control, and nu-
merical simulations. These efforts are fundamental
to advancing our knowledge and capabilities in de-
signing phononic structures with a wide range of
practical applications.

In this paper, by performing a series of calcu-
lations, we demonstrate how the spatial geometry
of meta-atoms influences the resulting resonance
regions localized in between them. For this rea-
son, we constructed a special arrangement of meta-
atoms, distributed evenly in part of the computa-
tional domain, and changed their geometry simul-
taneously, leaving their spatial location unchanged.
The change in geometry was very limited and came
down to changing the outer edge of the meta-atom
while maintaining the distances between the cen-
ters of meta-atoms and their external dimension
(radius). This approach allowed us not only to study
the frequency response of both kinds of structures,
but also made it possible to provide a direct com-
parison.

2. Computational details

In Fig. 1, we present a schematic representa-
tion of the calculation domain. The simulation was
naturally divided into two parts: (i) the part in
which the meta-atoms were rods made of polylac-
tide (PLA) plastic (ρr = 1240 kg/m3 and Vr =
2220 m/s) immersed in air (ρa = 1.29 kg/m3 and
Va = 331.45 m/s) with a square cross-section and
(ii) the part in which they were replaced with rods
with a circular cross-section. The diameter of each
rod corresponds to the side length of the square rod
and equals d = 2.75 cm. The lattice constant (the
distance between the centers of the rods) was set
to 4 cm in each case, both for horizontal and ver-
tical spacing. The simulation area is surrounded by
PML layers (perfectly matched layers), which pre-
vents the return of the acoustic wave reflected from
the end of the computational domain. Through pre-
liminary tests, it was determined that in order to
absorb this unwanted reflected acoustic wave, it is
necessary to use 16 PML layers with a resulting
thickness of 4 cm. The simulation used a soft source
located on the left side of the tested structures and
marked in the drawing as SRC. This source is a con-
tinuous wave type with a sinusoidal envelope and

Fig. 1. Schematic diagram of the simulation do-
main. The square or circle meta-atoms are placed in
rectangular array shifted to the left side of compu-
tational domain. The small red points indicate mea-
surement locations Pij , while the larger red point is
the source of the acoustic wave.

frequency set to 1500 Hz. This frequency of the wave
source causes the size of the sound wave (22 cm) to
be comparable to the size of meta-atoms, ensuring
their interesting interaction.

Data for further frequency analysis were collected
from the area marked with red points in Fig. 1 (lo-
calised between meta-atoms, exactly in the geomet-
ric center between them). Each point in this area
has been marked as Pij , where index i stands for a
column, while index j denotes a row of the array.
According to this designation, point P11 is located
in the upper left corner of the structure, while point
P34 is located in the lower right corner of the struc-
ture. The overall size of the computational domain
was selected in such a way as to limit the possibility
of the formation of a standing wave as a result of
possible interaction of the source with the bound-
aries of the box. Also, for this reason, the position
of the whole meta-atom array is shifted relative to
the center of the volumetric region. The time step in
the simulation was set to dt = 5.4×10−7 s, and the
total simulation time was more than 32 ms. Data for
frequency analysis were collected only after 16 ms
of simulation duration, therefore reducing the influ-
ence of transient states on results.

3. Results and discussion

First, the frequency behavior of the structure was
examined when the meta-atoms had a square cross-
section. Figure 2 shows a series of graphs contain-
ing frequency analysis (Fourier analysis) for points
P11 − P34 collected during the simulation for all 9
examined spaces between the rods. For the conve-
nience of analysis, the charts have been arranged
in such a way that they spatially correspond to the
location of the points from which the data for their
creation was collected. For example, points P11, P12,
P13, and P14 are the points lying between the first
and second columns of meta-atoms (counting from
the source side), analogous to charts that present
them. As one can see, each of the presented graphs
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Fig. 2. Frequency analysis |F |2 recorded at points P11 to P34 for the structure made of square cross-section
PLA rods. The source frequency was set to 1.5 kHz.

shows the presence of more than one frequency un-
related to the source frequency (1.5 kHz); in partic-
ular, the presence of the several most intense peaks
can be distinguished. At the same time, in the fre-
quency characteristics at each of the tested points,
the presence of the main frequency of the sound
wave emerging from the source is strongly sup-
pressed. In the case where the measurement points
lie in the same layer (column) as the point group
PGC1 consisting of P11, P12, P13, and P14, group
PGC2 — consisting of P21, P22, P23, P24, and the
last group PGC3 (points P31 − P34), a characteris-
tic feature is the occurrence of the same frequen-
cies within the same group with a simultaneous
change in the relative intensity of the maxima. De-
tailed analysis also reveals that similarities in both
the frequency distribution and the relative intensity
of peaks occur between groups implementing point
rows, e.g., between the group consisting of points
P11, P21, P31 (PGR1) and the group consisting of
points P14, P24, P34 (PGR4). These similarities also
occur between the groups formed from points P12,

P22, P32 (PGR2) and P13, P23, P33 (PGR3). Such
relationships between groups of recording points
suggest that the frequency behavior of the system
reflects axial symmetry to some extent, assuming
that the axis of symmetry is horizontal and passes
through the source of the acoustic wave (marked in
Fig. 1 as a central dashed line). This means that
by moving transversely (along the y-axis) to the di-
rection of acoustic wave propagation, one can eas-
ily control which acoustic frequencies are to be in-
cluded in a given spectrum (and thus, in a sense,
modify the frequency characteristics of the system).

In the case where rods with a square cross-section
are replaced by rods with a circular cross-section,
as presented in Fig. 3, characteristic symmetries
are also observed, as in the first case mentioned.
The mutual relations in the frequency spectrum
between the points forming the columns of points
(PGC1, PGC2, and PGC3) covering the positions
of frequency peaks are of an identical nature, and
within one column of measurement points, the dif-
ferences occur mainly in the intensity of the peaks,
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Fig. 3. Frequency analysis |F |2 recorded at points P11 to P34 for the structure made of circular cross-section
PLA rods. The source frequency was set to 1.5 kHz.

and not in their position or number. Similarly, when
considering symmetry along the horizontal axis, in
this case it can be seen that the similarity between
the groups of points in the rows (PGR1 and PGR4
as well as between PGR2 and PGR3) was preserved
despite the change in the geometry of the meta-
atoms. This observation confirms that the similari-
ties between groups of points are related to the sym-
metry of the entire system, and not to the shape of
the meta-atoms. As for the differences in spectro-
grams observed for different shapes of meta-atoms,
it can be stated that these differences mainly come
down to differences in the intensity of the peaks.
The resonance of the acoustic wave between meta-
atoms results mainly from the specific structure of
the space between them. In the first case, in which
the cross-section of the meta-atoms was square, the
space between the meta-atoms is essentially parallel
along the entire length of both sides of the meta-
atom. This creates favorable conditions for the for-
mation of a standing wave in these areas. Unlike
the first case, when the meta-atoms have a circular

cross-section, although the symmetry of the space
between them is preserved, this space is much more
complicated in terms of shape, and therefore it is
much more difficult to create a standing wave in
such a variable area, because standing waves gener-
ally require the presence of flat and parallel surfaces.
The presence of these local resonance areas has a
quite strong and positive effect on the intensity of
the observed peaks in the first case examined. Al-
though the nature of the spectra is similar in both
cases, an almost twofold reduction in peak intensity
is observed in the second case.

4. Conclusions

In this study, we investigated the influence of
meta-atom geometry on the occurrence of local res-
onance regions in two-dimensional finite phononic
structures. Our analysis involved two distinct sce-
narios, namely one where the meta-atoms had
a square cross-section and another where the
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meta-atoms were replaced by rods with a circu-
lar cross-section. The results of our investigation
offer valuable insights into the role of meta-atom
shape in shaping the acoustic response of the sys-
tem. When considering the case with square cross-
section meta-atoms, our findings revealed a complex
frequency behavior characterized by the presence
of multiple frequencies unrelated to the source fre-
quency. Additionally, the primary frequency of the
source wave was significantly suppressed. The anal-
ysis also unveiled a certain degree of axial symme-
try, particularly concerning the vertical axis passing
through the source, allowing for the modification
of the system’s frequency characteristics by trans-
versely shifting recording points. For the square
cross-section meta-atoms, we observed a complex
frequency behavior characterized by multiple un-
related frequencies and significant suppression of
the source wave’s primary frequency. Our analy-
sis revealed axial symmetry, allowing for the mod-
ification of frequency characteristics by shifting
recording points transversely. In the case of circu-
lar cross-section meta-atoms, similar symmetries in
frequency spectra were evident, indicating that the
system’s behavior is primarily determined by over-
all symmetry rather than meta-atom shape. The
differences between the two scenarios mainly con-
cerned the intensity of frequency peaks, with square
meta-atoms exhibiting a strong local resonance ef-
fect. In conclusion, our study demonstrates that
meta-atom geometry significantly influences the fre-
quency behavior of two-dimensional finite phononic
structures. The choice of meta-atom shape can en-
able control over the system’s frequency charac-
teristics, making it a key factor to consider when
designing phononic structures for specific applica-
tions. These findings provide a foundation for fur-
ther research in the field of acoustic wave manipu-
lation and the design of novel phononic devices.
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Thanks to the use of modern intelligent materials, such as composites consisting of piezoceramic fibers
embedded in epoxy resin and covered with alternating electrodes, electroactive polymers, dielectric
elastomers, magnetostrictive composites with epoxy resin or ferromagnetic alloys with shape memory,
it is possible to control the geometry or properties of materials using pressure, external magnetic
or electric fields. The paper analyzes multilayer quasi-one-dimensional phononic structures in which
the selected layer is made of a material with time-varying acoustic impedance. The influence of the
shape of the material properties changes over time (square wave, triangle wave, sawtooth wave) on the
propagation of mechanical waves in the structure is analyzed.

topics: mechanical wave, finite difference time domain (FDTD), propagation, multilayers

1. Introduction

Many studies have been carried out describing
the usefulness of phononic crystals as acoustic bar-
riers [1], waveguides [2, 3], mechanical wave fil-
ters [4–7], acoustic diodes [8], or sensors [9]. One
of the most interesting phenomena occurring dur-
ing wave propagation in multilayer structures is the
presence of a phononic band gap (PhnBG). Despite
many years of research on PhnBG, many authors
continue to develop this research and obtain inter-
esting results [10–13].

The latest trends in the study of phononic crys-
tals concern structures that can be “steerable.” The
building blocks of such crystals may be composite
materials consisting of layered piezoceramic fibers
embedded in epoxy resin and covered with elec-
trodes [14, 15], magnetostrictive composites [16, 17],
electroactive polymers (EAP) [18, 19], ferroelectric
shape memory alloys [20], or carbon nanotubes [21].

The work analyzed the influence of changing the
shape of the material parameters on the propaga-
tion of a mechanical wave in a multilayer structure.

2. Research

The propagation of a mechanical wave is de-
scribed by differential equations

∂Px,y,z,t

∂t
= ρx,y,z,t c

2
x,y,z,t∇ · vx,y,z,t, (1)

ρx,y,z,t cx,y,z,t
∂vx,y,z,t

∂t
= ∇Px,y,z,t, (2)

where Px,y,z,t is a scalar pressure field determined
in time t and Euclidean space (x, y, z); ρx,y,z,t and
cx,y,z,t describe the material parameters (mass den-
sity and phase velocity, respectively), which for
layer B are variable in time t; vx,y,z,t is a vector
of the velocity field.

By transforming equations (1) and (2) into a form
describing a quasi-one-dimensional space in a form
adapted to the finite difference algorithm in the
time domain (FDTD), we obtained

P t+1/2
x = P t+1/2

x + C ρx,tc
2
x,t

(
vtx+1/2 − v

t
x−1/2

)
(3)

vt+1
x+1/2 = vtx+1/2 + C

1

ρx,t

(
P

t+1/2
x+1 − P t+1/2

x

)
,

(4)
where

C =
∆t

∆z
. (5)

The steps in time ∆t and space ∆z that ensure sim-
ulation stability are related to the Courant condi-
tion via

∆t ≤ ∆z

cmax
, (6)

where cmax is the highest possible speed of mechan-
ical wave propagation in the structure.

The paper analyzed the propagation of a me-
chanical wave in the BABAB structure. The ma-
terial of the A layers and the surrounding material
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Fig. 1. Change in material parameters of layer B over time with (a, d) square, (b, e) sawtooth, and (c, f)
triangle shape.

Fig. 2. Pressure distribution in time and space for changing material parameters of layer B with (a) solid,
(b) triangle, (c) sawtooth, and (d) square shape.

was water, for which the assumed values of the
material parameters were ρA = 1000 kg/m3

and cA = 1480 m/s [22]. In turn, material B
was a material with time-varying properties, for
which the basic values were the material param-
eters suitable for polylactic acid (PLA) (ρB =
1240 kg/m3 and cB = 2220 m/s [23]), which var-
ied over time between the minimum value of ma-
terial parameters corresponding to those suitable
for PLA and the maximum values that were 10%
higher than the base values. Changes in the val-
ues of material parameters over time are shown
in Fig. 1.

The work used a soft mechanical wave source,
and the simulation was surrounded by perfectly
matched layer (PML) boundary conditions in order
to extinguish the wave at the simulation boundary.
In the tests, the frequency of the mechanical wave
source was assumed to be 40 kHz, the thickness of
the individual layers was 2 cm, the maximum as-
sumed phase velocity of the mechanical wave was
5000 m/s, the step in space was ∆z = 0.4×10−3 m,
and the step in time was ∆t = 8× 10−8 s. The pe-
riod of changes in the values of material parameters
presented in Fig. 1 was T = 80× 10−6 s. The anal-
ysis was performed for 104 time steps.
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Fig. 3. Distribution of local resonance fields for changing the material parameters of layer B with (a) solid,
(b) triangular, (c) sawtooth, and (d) square shape.

Fig. 4. Fourier transforms of signals occurring at the midpoint of the analyzed structure for changing the
material parameters of layer B with (a) solid, (b) triangular, (c) sawtooth, and (d) square shape.

Figure 2 shows the pressure distribution in time
and space for the first 3000 time steps. Figure 2a
shows the results for a material with constant pa-
rameters suitable for PLA, while Fig. 2b–d shows
the results for changes in material parameters in
the (b) triangle, (c) sawtooth, and (d) square shape.

As can be seen in Fig. 2a, when the wave reflected
from the last boundary of the media reaches the first
boundary of the media, a stable system of standing
waves is created inside the phononic structure. Dy-
namically changing values of the material param-
eters of layers B (Fig. 2b–d) destabilize the rapid
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formation of standing waves inside the multilayer
structure. Maximum pressure changes occur at the
boundaries of the centers. The longest stabilization
time of standing waves inside the structure occurred
for changes in material parameters with a square
shape.

Figure 3 shows the intensity of frequencies occur-
ring in the analyzed space. In all analyzed cases,
there was a peak related to the frequency of the
mechanical wave source. When introducing changes
in the material properties over time (Fig. 3b–c), an
additional peak was created in the wave spectrum
at the frequency 53.75 kHz. The spectrum of the
signal from the central point of the structure is also
shown in Fig. 4. As can be seen, the intensity of
the peak was related to the shape of changes in the
material parameters of layer B and was the highest
for the square shape (Fig. 4d), and then increas-
ingly lower for the sawtooth (Fig. 4c) and triangular
(Fig. 4b) shape. The energy introduced into the sys-
tem is proportional to the square of the amplitude
of material changes and is highest for the square
shape, where the highest peak intensity occurs.

3. Conclusions

As part of the research, the influence of the shape
of changes in material parameters of layers B of a
multilayer structure on the propagation of a me-
chanical wave inside the structure was analyzed.

The introduction of additional energy in the form
of changes in the material parameters of layer B
resulted in a slowdown in the process of creating
standing waves inside the structure and the creation
of an additional peak in the frequency distribution
inside the multilayer structure. The highest inten-
sity of the obtained peak occurred for square-shaped
material changes and was associated with the high-
est amount of energy introduced into the system.
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In one-dimensional phononic crystals, as a result of multiple destructive interferences of a mechanical
wave, the phononic band gap phenomenon occurs, i.e., the lack of propagation of a wave of a given
frequency through the structure due to internal reflections at the layer boundary and destructive inter-
ference. In dynamic phononic crystals, the incident monochromatic mechanical wave at the boundary of
the media does not propagate according to Fresnel’s relations, but is transformed into a wave spectrum,
which affects the phononic properties of the examined structures and allows them to be dynamically
controlled. The paper analyzes the transmission and influence of the frequency of changes in the proper-
ties of the elements of the finite phononic structure described by sinusoidal functions on the propagation
of mechanical waves.

topics: bandgap, finite-difference time-domain (FDTD), discrete Fourier transform (DFT), superlattice

1. Introduction

The first works on wave propagation in phononic
crystals were written at the end of the 19th cen-
tury. Initial considerations concerned static periodic
structures. These structures exhibit unique dynamic
properties, thanks to which they act as mechanical
wave propagation filters only for specific material
solids and geometries. It is in such structures that
the so-called band gaps are created, i.e., frequency
bands for which waves do not pass through a given
structure. Among the many literature items describ-
ing this issue in various contexts, one can mention
works such as [1–8].

Other structures that have been studied for many
decades are quasi-static structures. In these struc-
tures, a specific parameter is changed and the prop-
erties of the phononic crystal are measured again.
Works in this field include, for example, [9–13].

Controlling periodic phononic structures is a
more complex issue and concerns the so-called
dynamic phononic crystals. The work [14] presents
the control of wave propagation in order to stop or
limit the propagation of undesirable disturbances
resulting from vibrations of the tested structure.
A proposal to dynamically change the behavior of
phononic crystals by changing material parameters
as a function of time is presented in [15]. An inter-
esting study on the propagation of time-varying pa-
rameters for phononic crystals was performed in [16]
and [17]. The analysis of the time-varying Bragg re-
flector was presented by the authors in [18].

One way to determine the influence of time-
varying material parameters is to use the finite-
difference time-domain (FDTD) method, which is
a common and versatile approach to acoustic sim-
ulation [19] and a starting point for the analysis of
time-varying phononic crystals [20].
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Fig. 1. Transmission of mechanical waves for a
static Severin structure.

TABLE I

Material parameters used for calculations for the
static phononic structure for the environment and
layer A (water) [21] and for layer B (PLA) [22].

Layer c [m/s] % [kg/m3] Z (×106) [kg/(s m2]
A (water) 1480 1000 1.48

B (PLA) 2220 1240 2.7528

In this work, the influence of dynamic material
coefficients on the propagation and transmission of
a mechanical wave inside the aperiodic quasi-one-
dimensional Severin structure is analized.

2. Research

The propagation of a mechanical wave in
a fifth-generation aperiodic Severin superlat-
tice with a (AB)2B2(AB)3B2(AB)3AB3(AB)3B2AB
layer distribution was analyzed. The subscript in-
dicates the number of repetitions of a given layer
or (in brackets) a group of layers. The material
parameters of the analyzed layers are summarized
in Table I. The assumed thickness of each layer
was 0.02 m, and the structure was immersed in
water.

In order to determine the frequency values for
which the phononic band gap occurs (no propaga-
tion of a wave of a given frequency in the structure
due to the interference of a destructive mechanical
wave occurring inside the phononic crystal) and the
frequency for the high transmission band, the trans-
fer matrix algorithm presented in [23] was used.
Figure 1 shows the obtained transmission distribu-
tion for the analyzed Severin structure.

As shown in [23], in the transmission structure
there is a high transmission peak with a small
half-width for the propagating wave frequency of
16529 Hz surrounded by bandgap areas.

In order to analyze the mechanical wave prop-
agation in the dynamic aperiodic Severin struc-
ture, the finite-difference time-domain (FDTD) al-
gorithm was used, in which the mechanical wave
propagation is described by

{
∂P (x,y,z,t)

∂t = Z (t) c (t)∇ · v (x, y, z, t) ,
Z(t)
c(t)

∂v(x,y,z,t)
∂t = ∇P (x, y, z, t) , (1)

where P (x, y, z, t) is the pressure field described
in three-dimensional space (x, y, z) and at time t,
v(x, y, z, t) is the vector velocity field. The material
properties are described by time-dependent func-
tions of the acoustic impedance Z(t) and the phase
velocity c(t).

In the formalism of the FDTD method, taking
into account the dynamic properties of the mate-
rial, the system of equations (1) for the quasi-one-
dimensional case can be written as
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Here, ∆z and ∆t define steps in space and time, re-
spectively, and to ensure the stability of the simula-
tion they must satisfy the Courant stability condi-
tion ∆t ≤ ∆z/cmax, where cmax means the highest
possible phase velocity of a propagating mechani-
cal wave. In (2), k is the spatial step number. In
this work, PML boundary conditions were used to
extinguish the wave going beyond the examined
area. A soft mechanical wave source with a fre-
quency fS was used{

Zn (t) = Zn,0 + Dn

2 Zn,0 sin(2πfnt)

cn (t) = cn,0 + Dn

2 cn,0 sin(2πfnt) (3)
where n corresponds to a given type of material in
the layer (A or B), Zn,0 and cn,0 are the acoustic
impedance and phase velocity of the material in the
layer n, respectively, and Dn is percentage change
in the amplitude of the variable component of ma-
terial parameters.

In the first analyzed case, a ten percent change
in the amplitude of material values (DA = DB =
10%) was assumed with a frequency equal to
the frequency of the wave source (fS = fA =
fB = 16529 Hz) for high transmission peak. Using
the FDTD and discrete Fourier transform (DFT)
algorithms, the distribution of local resonance fields
was determined (Fig. 2). Figure 3 shows the spatial
distribution of local resonance areas that occurred
at the frequency of 8375 Hz. Vertical or horizon-
tal lines in the graphs, respectively, indicate layer
boundaries.

The shift in the frequency of the local resonance
areas from the source frequency of 16529 Hz to the
frequency of 8375 Hz compared to the static struc-
ture [23] and the significant increase in the ampli-
tude of the mechanical wave in the analyzed areas is
caused by the resonance occurring due to the corre-
spondence of the vibrations of the medium and the
source.

In the second case (Fig. 4 and Fig. 5), only the
time-varying values of the material parameters of
layers B were analyzed with a frequency consistent
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Fig. 2. Distribution of local resonance fields for
the source frequency equal to fS=16529 Hz for ma-
terials values pulsating with the frequency of the
source with the vibration amplitude equal to 10%
of the mediums parameters.

Fig. 3. Spatial distribution of local resonance ar-
eas that occurred at the frequency of 8375 Hz in the
case of DA=DB=10% and fS=fA=fB=16529 Hz.

Fig. 4. Distribution of local resonance fields for
fS = fB = 16529 Hz, fA = 0 Hz, DA = 0, and
DB = 10%.

Fig. 5. Spatial distribution of local resonance ar-
eas that occurred at the frequency of 16529 Hz in
the case of fS = fB = 16529 Hz, fA = 0 Hz,DA = 0,
and DB = 10%.

Fig. 6. Distribution of local resonance fields for
fS = fB = 16529 Hz, fA = 0 Hz, DA = 0, and
DB = 12%.

with the frequency of the mechanical wave source
(fS = fB = 16529 Hz, fA = 0), where the amplitude
change was 10% (DA = 0, DB = 10%). Compared
to a structure made of materials with static prop-
erties [23], the value of the amplitude of mechanical
vibrations in local resonance areas was reduced by
two times. By increasing the value of the amplitude
change to DB = 12% (Fig. 6 and Fig. 7), an ad-
ditional frequency was observed in the spectrum,
which corresponded to the value from the first an-
alyzed case in which resonance was observed.

In the last analyzed case (Fig. 8 and Fig. 9), the
oscillation frequency of material B was reduced in
relation to the source frequency by 10% (fB = 90%,
fS = 14876 Hz, fA = 0 Hz), with the amplitude of
changes in the values of material parameters equal
to 10% (DA = 0, DB = 10%).

Apart from the source frequency, two additional
frequencies were also observed in the spectrum, i.e.,
13375 Hz and 1750 Hz, for which there were local
resonance areas within the analyzed phononic struc-
ture.
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Fig. 7. Spatial distribution of local resonance ar-
eas in the case of fS = fB = 16529 Hz, fA = 0 Hz,
DA = 0, and DB = 12%, which occurred at fre-
quencies (a) 16529 Hz and (b) 8375 Hz.

Fig. 8. Distribution of local resonance fields for
fB = 90%, fS = 14876 Hz, fA = 0 Hz, DA = 0,
and DB = 10%.

3. Conclusions

The tests carried out showed the existence of
band gaps in the transmission spectrum for the Sev-
erin aperiodic phononic structure. The introduction
of vibrations in the values of material parameters
(acoustic impedance and density) for all simulation

Fig. 9. Spatial distribution of local resonance ar-
eas in the case of fB = 90%, fS = 14876 Hz,
fA = 0 Hz, DA = 0, and DB = 10%, which oc-
curred at frequencies (a) 16529 Hz, (b) 13375 Hz,
and (c) 1750 Hz.

materials with a frequency equal to the frequency
of the wave source caused the phenomenon of reso-
nance and a shift of the transmission peak towards
lower frequencies, reducing the number of local res-
onance areas and increasing the amplitude of the
mechanical wave propagating in the material. The
introduction of 10% changes in the vibration ampli-
tudes of the acoustic impedance and the density of
only the B material resulted in a reduction of the
amplitude and energy of the mechanical wave in lo-
cal resonance areas and changed their distribution.
Another increase in the amplitude by 2% resulted
in the creation of an additional local resonance re-
gion at the frequency of 8.3 kHz. For the vibration
frequency of parameters of the material B equal to
90% of the source vibration frequency, there were 3
groups of local resonance areas: 1.6 kHz, 13.3 kHz,
and 16.6 kHz.
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In weak magnetic fields, there are changes in the arrangement of atoms, which are otherwise called
magnetic relaxations. The exact phenomenon that will be investigated in this paper concerns the disac-
comodation of magnetic susceptibility, which is one of the most frequently observed effects of magnetic
lag. During this magnetic delay, there is a reorientation of the axes of pairs of atoms corresponding to
two different energy levels. This energy is related to the energies of exchange and spin–orbit coupling.
The paper presents the results of magnetic susceptibility disaccomodation and describes its influence
on the relaxation time matching spectrum.

topics: initial magnetic susceptibility, amorphous alloy, X-ray diffraction

1. Introduction

A very important utility parameter of soft-
magnetic ferromagnetic alloys is the temperature
stability of magnetic susceptibility. This applies not
only to materials with a crystalline structure but to
all consumer materials with soft magnetic proper-
ties [1–3]. In amorphous materials, the initial mag-
netic susceptibility shows a slightly different be-
havior than that observed in crystalline materials.
Many papers have presented and described the re-
sults of measurements of the initial magnetic sus-
ceptibility as a function of temperature for amor-
phous and nanocrystalline materials [4–6]. When
measuring the susceptibility at time t after demag-
netizing the sample, a random distribution of the
orientation of the axis of atom pairs occurs. Atom
pairs tend to align their axes according to the spon-
taneous magnetization of the domain wall, thus
introducing a distribution of local anisotropy and
deepening the potential well. As a result, the do-
main wall stabilizes, which in turn results in a re-
duction in compliance over time (Fig. 1) [4, 5].

Fig. 1. Development of the domain wall stabiliza-
tion potential over time [5].

The decrease in magnetic susceptibility over time
is related to the temporary stabilization of the do-
main wall potential (Eś). After demagnetizing the
sample, the position of the domain wall is deter-
mined by the anchoring potential of this wall, E0,
which is the result of the presence of structural de-
fects and surface irregularities.
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In this case, for t > 0, the total potential as-
sociated with the movement of the domain wall is
determined by the relationship [6]

E(U, t) = E0(U) + E(U, t). (1)
The total process of relaxation of magnetic suscep-
tibility between time t0 and t is presented by the
relationship [3]

∆
1

χ
=

1

χ(t)
− 1

χ(0)
=

1

2M2
sSś

d2Eś(U, t)

dU2

∣∣∣∣U=0,

(2)
where Sś it is the area of the domain wall per unit
volume; U — a distance of displacement of the
domain wall after time t from its initial position;
Eś(U, t) — domain wall stabilization potential de-
scribed according to the formula [7]

Eś(U, t) = −c0(t)

〈
1

cosh2
(

∆s

kBT

)〉(1 − et/τR
)

×
+∞∫
−∞

dz
〈
∆m(z−U)∆m(z)

〉
. (3)

Here, c0(t) = n0(t) = n∞+(n0(0)−n∞) e−tτA is the
average number of pairs of atoms per unit volume;
τA = τ0A eQA/(kBT ) and τR = τ0R eQR/(kBT ) — re-
laxation times related, respectively, to the change
in defect density and the reorientation of the axes
of thermally activated atom pairs (QA, QR — ac-
tivation energies); ∆m and ∆s are the energies of
magnetic and structural fission between two orien-
tations of atom pairs.

The paper presents the results of initial magnetic
susceptibility tests performed for the Fe63Co9Y8B20

bulk amorphous alloys in the form of a plate, made
using two production methods: injection method or
suction casting method.

2. Experimental procedure

The test material in the form of amorphous sam-
ples was made of high-purity ingredients: Fe —
99.99 at.%, Co — 99.999 at.%, Y — 99.99 at.%,
Zr — 99.99 at.%. Boron was added in the form of a
previously prepared alloy with the chemical compo-
sition of Fe45.6B54.4. Adding boron in the form of an
alloy ensures that the nominal boron values in the
alloy are achieved. An attempt to introduce boron
as a pure component did not make it possible to
maintain the assumed chemical composition. Boron
is a material that can spray in the furnace chamber
during remelting, which changes the chemical com-
position of the alloy and makes it difficult to ob-
tain the intended research material. The prepared
batches of alloying elements are mixed and placed
in a cavity on a copper plate in an arc furnace. The
weighed samples have a mass of 10 g. The alloy com-
ponents are melted in a protective atmosphere of ar-
gon, which promotes amorphization. The material is
melted several times on each side (at least 3 times),

which ensures good mixing. After cooling in the fur-
nace, the ingots prepared in this way are cleaned
mechanically and using an ultrasonic bath. Then,
as a result of crushing, they are divided into smaller
portions of a few grams each. The samples were
produced using two methods: the injection method
and the method of sucking the liquid alloy into a
water-cooled copper mold. In these methods, the
liquid alloy is placed in a copper mold in a protec-
tive atmosphere of argon. In the case of the suction
method, the alloy is melted using an electric arc,
and in the injection method — using eddy currents.
The samples thus obtained were tested for structure
and magnetic properties. Structure tests were per-
formed using a Bruker X-ray diffractometer, model
ADVANCE 8. The tests were performed for low-
energy powders, which made it possible to test the
material in volume. The X-ray measurement was
performed in the range of the 2θ angle from 30
to 100◦ with a measurement step of 0.02◦ and a
measurement time per step of 3 s. Tests of magnetic
properties in low magnetic fields were performed us-
ing an automated system for measuring magnetic
susceptibility. Measurements were made in the tem-
perature range from room temperature (20◦C) to
the temperature of the ferromagnetic–paramagnetic
magnetic transition. The samples produced were so-
called open ones, in which the magnetic circuit had
to be closed. The magnetic circuit was closed using
a yoke made of superpermalloy. Two windings of 30
turns each are wound. One winding was secondary,
the other primary.

3. Results

Figure 2 shows the X-ray diffraction patterns ob-
tained for the samples prepared after solidification
using injection and suction methods.

Both X-ray diffractograms are similar. Only a
broad halo with a maximum near angle of 50◦ is
visible. This shape of X-ray diffractograms is typi-
cal for materials with an amorphous structure.

Figure 3 shows the initial magnetic susceptibility
curves measured for the tested samples produced
by two methods. The measurement was performed
in the magnetic field range of 0.4HC , the so-called
Rayleigh’s area.

The initial magnetic susceptibility curves ob-
tained for the tested alloys are similar. Generally,
in the temperature range from 300 to about 500 K,
a weakly temperature-dependent background is vis-
ible, which increases with increasing temperature.
The sudden drop in the initial magnetic susceptibil-
ity is associated with the magnetic transition from
the ferromagnetic state to the paramagnetic state.
However, the influence of the production method is
visible.

Relaxation processes of magnetic susceptibility
are directly related to the time dependence of po-
tential stabilization (1). After demagnetizing the
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Fig. 2. X-ray diffractograms obtained for the
tested samples of the Fe63Co9Y8B20alloy made by:
line 1 — injection, line 2 — suction.

Fig. 3. Initial magnetic susceptibility curves mea-
sured for the tested samples of the Fe63Co9Y8B20

alloy made by: injection (full symbols), suction
(empty symbols).

sample with a current with amplitude decreasing
to zero, the position of the domain walls is de-
termined by the static anchoring potential of the
domain wall E0(U) (1), which is the result of the
presence of structural defects and surface irregu-
larities. Due to the magnetic interactions between
spontaneous magnetization and mobile defect con-
figurations within domain walls, defect rearrange-
ment provides the opportunity to reduce the to-
tal magnetic interaction energy of domain walls
with structural defects. As a result, it leads to
a time-dependent so-called “stabilization potential”
(3), within which domain walls move. It should fol-
low from the above that for production methods
with the same cooling rate, the obtained samples
should have a very similar value of initial magnetic
susceptibility and maintain a similar course as a
function of temperature.

4. Conclusions

The value of the initial magnetic susceptibility is
related to the presence of free volumes in the melt
after solidification. The two production methods

used, i.e., the method of forcing and the method
of sucking liquid alloy into a water-cooled copper
mold, have a similar cooling speed ranging from
10−1 to 103 K/s. One would expect very similar
curves obtained for the same alloy. However, as the
research results show, it is different. X-ray diffrac-
tion patterns clearly indicate that the samples have
an amorphous structure. Also, the curves from the
measurements of the initial magnetic susceptibility
are similar to those for amorphous materials. It is
clearly visible that in both tested samples there is
a different number of structure defects in the form
of free volumes. The Curie temperature determined
on the basis of the analysis of the initial magnetic
susceptibility curves is different. This indicates that
amorphous materials are thermodynamically unsta-
ble materials in which atoms are constantly rear-
ranged in their volume. Atoms try to create config-
urations with lower and lower internal energy. This
means that despite repeated melting of alloys, areas
with different concentrations of alloy components
are formed during solidification, which explains the
small change in the Curie temperature. In crys-
talline materials, where the structure is the same
throughout the volume, the Curie temperature has
a constant value. Please remember that the pro-
duction process is a very important factor. In this
case, production methods with the same liquid melt
cooling rates were used. However, the method of
placing the material in the mold was different, and,
most importantly, the melt temperature was differ-
ent. The liquid material obtained by injection had
a lower temperature than that melted by the arc
method. From these considerations, it can be con-
cluded that the key factor is the determination of
all parameters of the manufacturing process, which
is often omitted in scientific studies.
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The magnetization process is based on bringing about a unified arrangement of the magnetic domains.
During this process, there are shifts and then the rotations of the domain walls. At a later stage, domains
with a direction of magnetization that do not correlate with the applied magnetic field disappear. The
turnover depends on the size of the domains. For an amorphous structure, the key factors determining
the size of the magnetic domains are the distance between the magnetic atoms and the possible presence
of crystalline grains. The paper presents the results of research on the influence of Cu addition on the
distances between magnetic atoms and the magnetization process in high magnetic fields. The structure
of the alloys was studied using X-ray diffraction. The mean grain size was estimated using the Scherrer
method. The magnetic properties were determined on the basis of measurements with a vibrating
magnetometer. A numerical analysis of the primary magnetization curves was performed. Despite the
significant reorganization of the structure, no changes in the distance between the magnetic atoms were
observed, as indicated by slight changes in the Dspf parameter. It was found that a small addition of
Cu positively influences the improvement of the magnetic properties, in particular the reduction of the
value of the coercive field.

topics: Cu addition, nanocrystallization, Curie temperature, soft magnetic properties

1. Introduction

Rapid quenched alloys with a high Fe content
are characterized by good magnetic properties. De-
pending on the cooling rate and chemical composi-
tion, it is possible to produce alloys with an amor-
phous or nanocrystalline structure in a one-stage
process [1]. The type of phases formed during solid-
ification determines the properties of these materi-
als — rapid quenched alloys may have hard mag-
netic properties (for example, with the Y2Fe14B
phase [2]), semi-hard magnetic properties (with the
Fe5Y phase [3]), or soft magnetic properties (with
the α-Fe, Fe2B, Fe23B6, Fe3B [4–6]). The properties
of these alloys are related, among other things, to
the distances between magnetic atoms [7] and the
size of crystal grains [8].

Designing an alloy with good soft magnetic prop-
erties in a one-step process is quite a difficult task.
Additions of some transition metals in amounts
below 1% cause very large changes in the alloy’s

glass-forming ability [9–12]. Appropriate selection
of the chemical composition allows obtaining a
nanocrystalline alloy with phases improving soft
magnetic properties.

The aim of the work is to determine the effect of
Cu addition on the structure and magnetic proper-
ties of rapidly quenched FeCo-based alloys.

2. Experimental procedure

Polycrystalline alloy ingots were produced in an
arc furnace under a protective atmosphere of ar-
gon (Ar pressure 0.3 atm). The alloys were melted
from high-purity ingredients: B — 99.9%, other in-
gredients — 99.99%. The melting process was car-
ried out on a copper plate cooled by water. The
charge was melted 5 times, and the ingot was turned
over each time to homogenize it. The ingots were
cleaned mechanically and, after being divided into
smaller pieces, in an ultrasonic bath. Samples of
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rapid quenched alloys were produced by the in-
jection method. Plate-shaped samples with dimen-
sionss of 10 × 10 × 0.5 mm3 were obtained. The
injection process was carried out in a protective at-
mosphere of argon (Ar pressure 0.3 atm).

The structure of the alloys was examined using
X-ray diffraction (XRD). A Bruker ADVANCE 8
diffractometer was used. Measurements were carried
out with a measuring step of 0.02◦ and an exposure
time of 5 s. The measured diffractograms were ana-
lyzed using the Match! program. The data obtained
from the analysis were used to determine the aver-
age grain sizes using the Scherrer method [13]

D =
λK

2β0 cos(θ)
, (1)

where:

K — Scherrer form factor (K = 0.91),
λ — wavelength of characteristic radiation,
β0 — half width at half peak intensity (back-
ground included),
θ — Bragg’s angle.

Static magnetic hysteresis loops and primary
magnetization curves were measured using a Lake
Shore VSM 7307 vibration magnetometer in the
range of external magnetic field intensity up to 2 T.
Based on the analysis of the primary magnetization
curve, the spin wave stiffness parameter Dspf was
calculated. For this purpose, the direction parame-
ter of the line, b, should be determined, which fits
the magnetization course as a function of (µ0H)1/2,
where H is the external magnetic field. The b pa-
rameter is related to the spin wave stiffness param-
eter by the relationship [7]

b = 3.54 gµ0µB

(
1

4πDspf

)3/2

kBT (gµB)
1/2, (2)

where:

b— slope of the linear fit corresponding to the
thermally-induced suppression of spin-waves
by a magnetic field of high intensity,
µ0 — magnetic permeability of a vacuum,
kB — Boltzmann’s constant,
µB — Bohr magneton,
g — gyromagnetic factor,
T — temperature.

3. Results

Figure 1 presents X-ray diffraction images ob-
tained for the tested alloys in the solidified state.

The measured diffractograms differ significantly
from each other. The Fe36Co36Y8B20 alloy is char-
acterized by an amorphous structure, as indicated
by the presence of a single wide, diffuse maximum
(Fig. 1a). The minimal addition of Cu caused par-
tial crystallization of the alloy during its solidifi-
cation. The presence of crystalline phases α-Fe and

Fig. 1. X-ray diffraction patterns for the rod-
form samples of the investigated alloys: (a)
Fe36Co36Y8B20, (b) (Fe36Co36Y8B20)99.9Cu0.1, (c)
(Fe36Co36Y8B20)99Cu1.

TABLE I

Results of analysis for XRD measured for the tested
alloys.

Alloy
Medium grain size [nm]

Co2Y α-Fe Co23B6 Co3Y
(Fe36Co36Y8B20)99.9Cu0.1 18 32 – –

(Fe36Co36Y8B20)99Cu1 – 22 20 18

Co2Y was identified (Fig. 1b). In this case, the max-
imum indicating the presence of a disordered phase
is still very clear. Together with the low intensity of
the peaks, this indicates a small share of crystals in
the melt volume. An alloy with 1% copper is much
more crystallized. Co3Y, α-Fe, and Co23B6 phases
were identified in the sample volume. The maximum
associated with the amorphous phase is barely no-
ticeable. Based on the diffractograms, average grain
sizes were determined for the tested alloys. The re-
sults are given in Table I.

For all identified phases, the grain size does not
exceed 35 nm. Taking into account the type of
phases present in the alloys, it should be assumed
that they should not have a negative impact on
the soft magnetic properties of the tested alloys.
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Fig. 2. Static magnetic hysteresis
loops for the tested alloy samples: (a)
Fe36Co36Y8B20, (b) (Fe36Co36Y8B20)99.9Cu0.1,
(c) (Fe36Co36Y8B20)99Cu1.

TABLE II

Magnetic properties of investigated alloys.

MS

[T]
HC

[A/m]
Dspf

[meV nm2]
Phases

Fe36Co36Y8B20 [14] 1.09 208 51 amorp.

(Fe36Co36Y8B20)99.9Cu0.1 1.03 74 49
α-Fe,
Co2Y

(Fe36Co36Y8B20)99Cu1 1.07 185 51
α-Fe,
Co3Y,
Co23B6

Figure 2 shows static magnetic hysteresis loops for
the produced alloy samples. The measured loops
have a shape typical for soft magnetic materials.
On the basis of the loop, the saturation magnetiza-
tion value (MS) and the value of the coercive field
(HC) were determined; the data are presented in
Table II (see also [14]).

Figure 3 shows the magnetization curves as a
function of (µ0H)1/2. The primary magnetization
curves were subjected to numerical analysis. On its
basis, the spin wave stiffness parameter Dspf was
determined (Table II).

It turns out that the presence of crystalline phases
does not affect the distances between magnetic
atoms, moreover, the presence of only two crys-
talline phases (alloy (Fe36Co36Y8B20)99.9Cu0.1) sig-
nificantly reduces the HC value. The presence of
three crystalline phases complicates the magnetic
structure and, to some extent, hinders the process
of magnetizing the alloy. This may be related to the
obstruction of the rotation of the domain walls by
one of the crystalline phases present.

4. Conclusions

The work showed that even 0.1% of Cu addi-
tion reduces the alloy’s glass-forming ability. With
a 1% addition, this effect is much more visible.

Fig. 3. Magnetization as a function of
(µ0H)1/2 for the investigated alloys: (a)
Fe36Co36Y8B20, (b) (Fe36Co36Y8B20)99.9Cu0.1,
(c) (Fe36Co36Y8B20)99Cu1.

A small addition of Cu resulted in the formation
of two crystalline phases, while a larger addition
resulted in three phases. The magnetization pro-
cess of all tested alloys is similar, but the alloy
(Fe36Co36Y8B20)99.9Cu0.1 shows the best magnetic
properties. Due to the similar average grain size for
nanocrystalline alloys, it should be stated that this
effect is related to the less complicated magnetic
structure of the (Fe36Co36Y8B20)99.9Cu0.1 alloy.
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The main goal of the present work was to study the critical behavior in the MnCoGe alloy in the
vicinity of the critical temperature TC. The second-order phase transition from ferro- to paramagnetic
state was preliminarily confirmed by the positive slope of the Arrott plots. The critical exponents have
been revealed using the Kouvel–Fisher method and yield β = 0.474 ± 0.005, γ = 0.917 ± 0.005, and
δ = 2.985± 0.005. The Curie temperature for the MnCoGe equals 293.3± 0.1 K.

topics: magnetocaloric materials, critical behavior, the Curie temperature

1. Introduction

Nowadays, energy saving is the main theme of
public discussion. Novel ergonomic techniques are
extremely important, especially in cooling devices.
The most efficient technique for lowering temper-
ature is magnetic cooling based on the magne-
tocaloric effect (MCE) [1]. The MCE causes the
temperature variations of magnetic material un-
der the change of external magnetic field. For over
twenty years, the MCE has been studied in a wide
range of materials. A natural magnetocaloric mate-
rial working at room temperature is pure Gd [2, 3].
Moreover, rare earth–transition metal alloys, i.e.,
Gd5Ge2Si2- or La(Fe,Si)13-type [1–4], are also char-
acterized by relatively good magnetocaloric prop-
erties. For several years, the MM’X group of al-
loys (M and M’ denote 3d transition elements, and
X denotes main group elements) have been inten-
sively studied due to their excellent magnetocaloric
properties [5–8]. The MM’X family of alloys mani-
fests good physical properties and promising appli-
cation potential. This type of alloy has two crys-
talline structures: orthorhombic TiNiSi-type struc-
ture and hexagonal Ni2In-type structure [9].

In the present paper, the critical exponents anal-
ysis of the MnCoGe alloy in the vicinity of the
Curie temperature was conducted. The thermo-
magnetic investigation was described in the pre-
vious paper [10]. The studies were conducted in
order to better understand the behavior of the

physical quantities of continuous phase transition
in MnCoGe alloy. The analysis of critical behavior
was carried out using two techniques, namely the
Kouvel–Fisher method and scaling analysis.

2. Experimental techniques

The polycrystalline MnCoGe alloy sample was
prepared by arc-melting of the high-purity con-
stituent elements under a protective atmosphere
(Ar gas). Samples were re-melted several times in
order to ensure their homogeneity. Thermomagnetic
curves and magnetic isotherms were measured using
a Quantum Design physical property measurement
system (PPMS), the vibrating sample magnetome-
ter (VSM) option, in a magnetic field up to 5 T and
in a wide temperature range.

3. Results and discussion

The critical phenomena in the vicinity of the
Curie temperature were analyzed for the MnCoGe
alloy. Measured isothermal magnetization against
the applied field allowed the construction of the Ar-
rott plots using critical exponents corresponding to
mean field theory (β = 0.5 and γ = 1). A positive
slope of the M2 vs B/M isotherms is clearly seen
in Fig. 1, and it is related to second-order phase
transition, according to the Banerjee criterion [11].
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Fig. 1. The Arrott plots constructed for the
MnCoGe alloy using mean field values of critical
exponents.

Fig. 2. The temperature dependences of sponta-
neous magnetization MS and inverse initial suscep-
tibility χ−1

0 of the MnCoGe alloy.

The second-order phase transition is defined by
the critical exponents β, γ, and δ related to sponta-
neous magnetization MS , initial susceptibility χ0,
and critical magnetization isotherm at the Curie
temperature, respectively. The relations between
physical magnitudes and critical exponents are de-
scribed by the following relations [12]

MS(T ) =M0

(
− T−TC

TC

)β
, T < TC, (1)

χ−1
0 (T ) =

H0

M0

(
T−TC
TC

)γ
, T > TC, (2)

M = DH1/δ, T = TC, (3)

where MS is spontaneous magnetization and H0,
M0, and D are critical amplitudes.

In order to reveal values of MS and inverse sus-
ceptibility 1/χ0, linear extrapolation was done. The
temperature evolution of MS and 1/χ0 was pre-
sented in Fig. 2.

Fig. 3. The Kouvel–Fisher plots for determination
β and γ in the MnCoGe alloy.

The MS and χ−1
0 vs T dependences allowed us

to reveal more detailed values of the Curie point of
292.5 K and 294.5 K for ferromagnetic (T < TC)
and paramagnetic (T > TC) state, respectively.

Kouvel and Fisher in [13] proposed a relatively
simple technique for calculating the critical expo-
nents. Taking into account the Kouvel–Fisher ap-
proach, the equations (1) and (2) should be rewrit-
ten in the following form

MS(T )[
dMS(T )/dT

] =
T − TC
β

, (4)

χ−1
0 (T )[

dχ−1
0 (T )/dT

] =
T − TC
γ

. (5)

Such modification of these relations, according to
the Kouvel and Fisher guidelines, allows their lin-
earization with slopes 1/β and 1/γ. Linear fitting
revealed values of critical exponents β and γ. Ex-
trapolation of generated linear dependences to T -
axis has shown the Curie points. The Kouvel–Fisher
plots are plotted in Fig. 3.

The last critical exponent δ could be determined
based on the Widom scaling relation [14]

δ = 1 +
γ

β
. (6)

Taking into account values of exponents β and γ
delivered by the Kouvel–Fisher method and equa-
tion (7), the exponent δ is 2.935.

Another way to determine exponent δ is based
on a simple modification of (3). The M vs µ0H
isotherm measured in the vicinity of the Curie point
on a log–log scale is shown in Fig. 4. The Curie tem-
perature revealed during the current analysis was
established as 293.3 K, and it corresponds well with
the results described in paper [8]. Due to this fact,
the field dependence of magnetization collected at
295 K was chosen as critical isothermal magnetiza-
tion and used to determine exponent δ. The linear
fitting with a slope of 1/δ has revealed that the δ
value is 2.985 ± 0.005. Such value corresponds well
with δ determined by the Widom scaling relation.
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Fig. 4. The M vs µ0H isotherm on a log–log scale
at 295 K. The red line is the linear fitting according
to (3).

Fig. 5. Scaling plots (on a log–log scale) con-
structed for the MnCoGe alloy.

The validation of calculated critical exponents is
possible taking into account magnetic state rela-
tion [15]

M(H, ε) = εβf±

(
H

εβ+γ

)
, (7)

where ε = (T − TC)/TC, f± mean regular func-
tions with f+ and f− for T > TC and T < TC, re-
spectively. Relation (7) shows dependence between
M(H, ε)ε−β and Hε−(β+γ). Such construction with
correct critical exponents should produce two uni-
versally different curves: (i) first for temperatures
higher than TC and (ii) second one for tempera-
tures lower than TC. All curves in a specific tem-
perature range (below or higher than TC) should
collapse in these two independent scaling curves. In
the present case, the independent scaling curves (on
a log–log scale) for exponents β and γ calculated by
the Kouvel–Fisher method are shown in Fig. 5.

The data presented in Fig. 5 collapse on two inde-
pendent curves related to ferromagnetic and param-
agnetic states. It is clear evidence that revealed val-
ues of critical exponents are reasonable and reliable.

Calculated critical exponents are comparable to
those delivered by Debnath and coworkers in [16].
They analyzed the critical phenomena for the
Mn0.94Nb0.06CoGe alloy and revealed the follow-
ing values of critical exponents β = 0.576, γ =
1.002, and δ = 2.716. Moreover, Rahman et al.
in [9] investigated the critical behavior in the
MnCoGe0.97Al0.03 and delivered similar results, i.e.,
β = 0.44, γ = 0.83, and δ = 2.89.

The calculated values correspond quite well with
the mean-field model.

4. Conclusions

In the present paper, the critical phenomena in
the MnCoGe alloy were investigated at Curie point
using the Kouvel–Fisher technique. Calculated val-
ues of critical exponents were reliable and reason-
able, which was confirmed by appropriate tests.
The values of the critical exponents of β = 0.474,
γ = 0.917, δ = 2.985, and the Curie temperature
293.3 K have been achieved.
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In the present paper, the phase structure, magnetic properties, and magnetization reversal processes
in the (Nd10Fe67B23)93Nb7 alloy ribbon were investigated. The X-ray diffraction analysis revealed a
coexistence of the following phases: hard magnetic Nd2Fe14B, metastable soft magnetic Nd2Fe23B3,
and paramagnetic Nd1+εFe4B4. Moreover, the changes in phase composition were noticed after heat
treatment. In order to check magnetic measurements, the hysteresis loops were collected. The magne-
tization reversal curves were studied by constructing the reversible part of magnetization dependence
on the irreversible part of magnetization.

topics: X-ray diffraction (XRD), magnetic properties, magnetization reversal processes

1. Introduction

Although the Nd–Fe–B permanent magnets have
been well-known for over forty years, they are
still intensively studied. Moreover, magnets of this
type, due to their excellent properties and relatively
low price, are widely used in the latest technolo-
gies [1–4]. The good magnetic properties of the Nd–
Fe–B alloys, such as coercivity JHC, remanence Br,
or maximum energy product (BH)max, are related
to the appropriate structure and phase composi-
tion of these alloys. For some time, they have been
produced using rapid quenching methods such as
suction casting, melt-spinning, or injection casting.
Selective modification of chemical composition and
specific annealing conditions are required to achieve
the best magnetic properties [5]. For many years,
the chemical compositions of the Nd–Fe–B-type
alloys have been selectively modified in order to
change their phase structure and magnetic prop-
erties. Among others, the Nb alloying has been in-
tensively studied due to its influence on glass form-
ing ability or reduction of growth of nanocrystalline
grains formed during heat treatment [6–9] and, in
consequence, modification of magnetic properties.
The time and temperature of heat treatment are
also extremely important, taking into account the
formation of the microstructure and specific phase

constitution. These two parameters have significant
influence on the coercivity of produced magnets.
The mechanisms of coercivity could be better un-
derstood by investigation of magnetization reversal
processes.

According to that, the structure, magnetic prop-
erties, magnetic interactions, and coercivity mech-
anisms of the (Nd10Fe67B23)93Nb7 alloy ribbons.

2. Material and experimental techniques

The ingot sample with nominal composition
(Nd10Fe67B23)93Nb7 was produced by arc-melting
of the high purity (min. 4 N) elements under low
pressure of inert gas (Ar). Boron was added in the
form of Fe–B alloy with a well-known composition.
Ribbons were produced by the melt-spinning tech-
nique under low pressure of a protective atmosphere
(Ar). Produced ribbons were sealed off in quart
tubes under a low pressure of Ar gas and annealed
in a wide range of temperatures for 5 min. The X-
ray diffraction (XRD) studies were performed using
Bruker D8 ADVANCE diffractometer with Cu Kα

radiation and LYNXEYE semiconductor detector.
Magnetic properties were measured using the Lake
Shore 7307 vibrating sample magnetometer working
in an external magnetic field up to ∼ 2 T.
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3. Results and discussion

Fig. 1 shows the X-ray diffraction pattern of the
(Nd10Fe67B23)93Nb7 alloy ribbon in an as-cast state
and after heat treatment at 1003 K for 5 min.
The analysis revealed that the sample in an as-cast
state is partially amorphous. However, a coexistence
of the expected ferromagnetic Nd2Fe14B phase,
paramagnetic Nd1+εFe4B4 phase, and metastable
Nd2Fe23B3 phase was detected. A significant in-
crease in the content of the Nd2Fe14B phase at the
expense of the amorphous phase was observed after
annealing at 1003 K for a relatively short time.

Magnetic hysteresis loops of the
(Nd10Fe67B23)93Nb7 alloy were collected in Fig. 2.
Hysteresis loops of the studied sample in an
as-cast state and annealed at 923 K are typical
for soft magnetic materials (Fig. 2a). However, a
heat treatment at 943 K induces some changes in
the shape of hysteresis loops. The shape of the
hysteresis loop (at 943 K) is called a wasp-waisted
loop [10] and is typical for samples with a small
content of ferromagnetic phases in phase consti-
tution and multiphase samples. The minority

Fig. 1. XRD patterns of the (Nd10Fe67B23)93Nb7

alloy ribbon in as-cast state and after heat treat-
ment at 1003 K for 5 min.

TABLE I

Magnetic parameters of the (Nd10Fe67B23)93Nb7 al-
loy ribbon annealed at 963–1063 K with step 20 K for
5 min.

Annealing
temperature

[K]

Jr

[T]
JHC

[kA/m]
(BH)max

[kJ/m3]

963 0.42 1083 30.7
983 0.44 835 27.1
1003 0.36 924 34.0
1023 0.45 852 30.4
1043 0.51 856 38.6
1063 0.50 702 30.6

Fig. 2. Magnetic hysteresis loops of the
(Nd10Fe67B23)93Nb7 alloy ribbon in as-cast
state and after heat treatment in the temperature
range from 923 to 1063 K for 5 min.

content of the hard magnetic Nd2Fe14B phase with
the majority content of soft magnetic Nd2Fe23B3

phase and paramagnetic Nd1+εFe4B4 phase causes
a contraction of the hysteresis loop in the vicinity
of coercivity. An increase in temperature of heat
treatment caused the broadening of hysteresis
loops, which resulted in an increase in hard
magnetic phase content. Moreover, the shapes of
hysteresis loops in the range 963–1063 K are typ-
ical for multiphase samples, which was confirmed
by the XRD studies. Basic magnetic properties
determined from hysteresis loops are summarized
in Table I.
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Fig. 3. Magnetization virgin curves of the studied
alloy ribbon in the as-cast state and after heat treat-
ment at selected temperatures.

Fig. 4. The Mrev vs Mirr curves constructed for
studied (Nd10Fe67B23)93Nb7 alloy ribbon annelaed
at 1003 K for 5 min.

Maximum coercivity was revealed for the sam-
ple annealed at 963 K. However, the highest re-
manence and maximum density of magnetic en-
ergy were detected for ribbon heated at 1043 K.
Magnetization virgin curves for the sample in an
as-cast state and for selected annealing tempera-
tures were plotted in Fig. 3. Measurements of the
virgin curves were carried out for thermally demag-
netized samples. The shape of virgin curve for the
sample in an as-cast state is typical for soft mag-
netic materials. Short time (5 min) annealing at
963 K and higher temperatures induces noticeable
changes in the shape of magnetization virgin curves,
and a characteristic inflection point was observed.
Such behavior is typical for materials in which the
magnetization reversal process is based on the pin-
ning of domain walls. Based on them, a further anal-
ysis of the magnetization reversal curves was carried
out [11–13]. These data were used for the calcula-
tion of the dependence of the irreversible part of
magnetization on the reversible part of magnetiza-
tion [14] under the change of several values of an
external magnetic field. These curves were collected
in Fig. 4.

Fig. 5. Henkel plot constructed for studied alloy
annealed at 1003 K for 5 min.

A trend of the Mrev vs Mirr curves is related to
the distribution of nucleation fields HN and pin-
ning field HP and the degree of overlapping be-
tween these fields [15]. Observed curves were not
characterized by any visible minimum. The analysis
of the curves indicated that the nucleation process
started at stronger magnetic fields, while the pin-
ning field was weaker than the nucleation field. The
reversible part of magnetization decreased mono-
tonically, while an increase in the irreversible part
of magnetization was observed.

The magnetic interactions between grains in the
investigated alloy were studied by the construction
of δM(H) dependence, called the Henkel plot (see
Fig. 5).

The XRD studies confirmed the coexistence of
the Nd2Fe14B and Nd2Fe23B3 phases. An occur-
rence of these two phases induces interactions be-
tween them. A sharp increase in the range of
field 0–800 kA/m in the δM(H) curve suggests
the strengthening of exchange interactions between
grains of these two phases. Positive values of the
Henkel plot are caused by strong exchange interac-
tions between soft and hard magnetic phases, while
the negative ones are related to weak dipole inter-
actions lowering the magnetization. The observed
maximum of the Henkel plot is related to the en-
ergy of the interactions.

4. Conclusions

In the present studies, the magnetic proper-
ties, magnetization reversal processes, and mag-
netic interactions were investigated. The XRD mea-
surements revealed the coexistence of the hard
(Nd2Fe14B) and soft (Nd2Fe23B3) magnetic phases.
The ribbon in an as-cast state was soft magnetic,
however, annealing induced changes in the phase
constitution, which caused an improvement in mag-
netic properties. The analysis of magnetic reversal
processes revealed the pinning mechanism as a dom-
inant in produced material.
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Hydrocarbon compounds have recently been considered as highly promising materials for phonon-
mediated superconductors, exhibiting high values of critical temperature (TC) in ambient pressure. In
this study, we present a quantitative characterization of the superconducting properties of heavily-doped
cg-C4H4. By using the Migdal–Eliashberg formalism, we demonstrate that the critical temperature in
this material is relatively high (TC = 96.54 K) assuming that the Coulomb pseudopotential takes a
value of 0.1. Furthermore, the used theoretical model allows for the characterization of other essential
thermodynamic properties, such as the superconducting band gap, free energy, specific heat, and crit-
ical magnetic field. We observe that the characteristic thermodynamic ratios for the above-mentioned
parameters differ from the predictions of the Bardeen–Cooper–Schrieffer theory. Our analysis suggests
that strong-coupling and retardation effects play a crucial role in the discussed superconducting state,
which cannot be described within the weak-coupling regime.

topics: Eliashberg formalism, cg-C4H4 superconductor, thermodynamic properties

1. Introduction

In recent years, the pursuit of novel materi-
als with enhanced superconducting properties has
captivated the attention of the scientific commu-
nity, driven by the promise of potential technologi-
cal advancements and the fundamental understand-
ing of condensed matter physics. Among the var-
ious classes of materials explored for their super-
conducting potential, high-pressure hydrides have
shown the remarkable capability to exhibit super-
conductivity at TC values well above room temper-
ature [1]. However, they requite the application of
extreme pressures, often reaching several megabars,
to achieve such states [2, 3]. This requirement, al-
though scientifically fascinating, poses significant
engineering and practical challenges for technical
applications. In contrast, the emergence of heavily-
doped cg-C4H4 as a superconductor presents an ex-
citing departure from this paradigm [4]. This mate-
rial demonstrates the capacity to achieve relatively
high critical temperatures under ambient pressure
conditions. In this study, we delve into the su-
perconducting properties of heavily-doped cg-C4H4,
shedding light on its potential as a viable, ambient-
pressure superconductor. Additionally, we explore
the pivotal role of strong-coupling effects in shap-
ing the superconducting behavior of this remarkable
material. The numerical analysis was based on the
Eliashberg equations on the imaginary axis [5–7].

It is worth emphasizing that the Eliashberg for-
malism represents a significant extension of the fun-
damental concept originally proposed by Bardeen,
Cooper, and Schrieffer (BCS) [8]. This approach
goes beyond the BCS theory by explicitly account-
ing for the electron–phonon interaction. Within the
framework of the Eliashberg formalism, the magni-
tude of the strong coupling corrections to the BCS
predictions is intricately tied to the value of a key
parameter kBTC/ωln. The symbol ωln is called the
logarithmic phonon frequency

ωln ≡ exp

[
2

λ

∫ Ωmax

0

dΩ
α2F (Ω)

Ω
ln (Ω)

]
, (1)

and in this case, it is equal to 58.58 meV. For the cg-
C4H4 superconductor, an accurate determination
of its Eliashberg function (α2F (Ω)) was achieved
through the utilization of ab initio density func-
tional perturbation theory [9], as detailed in pa-
per [4]. This comprehensive analysis revealed cru-
cial parameters, specifically, the maximum phonon
frequency (Ωmax) and the electron–phonon coupling
constant (λ), to be 374.33 meV and 1.41, respec-
tively. In the case of the BCS limit, the Eliashberg
function is non-zero only for very high frequency, so
that kBTC/ωln → 0. In cg-C4H4, the value of the ra-
tio kBTC/ωln is equal to 0.14. This divergence from
the BCS limit necessitates alternative approaches
for the precise calculation of its thermodynamic pa-
rameters.
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2. The model

Directly solving the Eliashberg equations poses a
significant challenge due to the necessity of perform-
ing highly complex numerical integral calculations,
in addition to requiring substantial computational
resources. This process can be significantly stream-
lined by first solving the Eliashberg equations de-
fined along the imaginary axis and subsequently
conducting an analytical continuation to the real
axis.

The Eliashberg equations, specifically formulated
for a half-filled electron band and represented on
the imaginary axis, can be succinctly expressed as
follows [5]

∆nZn =
π

β

M∑
m=−M

K (n,m)− µ∗ θ (ωc−|ωm|)√
ω2
m+∆2

m

∆m

(2)
and

Zn = 1 +
π

βωn

M∑
m=−M

K (n,m)√
ω2
m+∆2

m

ωm, (3)

where the symbol ∆n ≡ ∆ (iωn) denotes the order
parameter and Zn ≡ Z (iωn) is the wave function
renormalization factor; n-th Matsubara frequency is
expressed by ωn ≡ π

β (2n− 1), where β ≡ 1/(kBT ).
The depairing electron effects are parameterized by
the Coulomb pseudopotential (µ∗). The symbol θ
denotes the Heaviside unit function, ωc is the cut-
off energy, and ωc = 5Ωmax. The electron–phonon
pairing kernel K (n,m) can be defined as follows

K (n,m) ≡ 2

∫ Ωmax

0

dΩ Ω

(ωn−ωm)
2

+Ω2
α2F (Ω) .

(4)

3. The numerical results

The Eliashberg equations have been solved for
2201 Matsubara frequencies (M = 1100) by using
the method presented in [10, 11] and recently tested
in [12]. In the considered case, the obtained Eliash-
berg solutions are stable for T ≥ 20 K.

In the calculations, a typical Coulomb pseudopo-
tential value for systems of this kind, set at µ∗ =
0.1, was employed. Taking into account the follow-
ing condition [∆m=1 (µ∗)]T=TC

= 0, it was demon-
strated that the critical temperature value for the
heavily-doped cg-C4H4 is 96.54 K.

Figure 1a presents the form of the order param-
eter on the imaginary axis for the selected values
of temperature. It can be seen that the maximum
value of the function ∆m is taken for m = 1. Fur-
thermore, successive Matsubara frequencies tend to
approach a constant value more rapidly as tem-
perature increases. Therefore, the conclusion can
be drawn that for temperatures close to absolute
zero, it is advisable to consider as many Matsub-
ara frequencies as possible, as they make a signifi-
cant contribution to the solutions of the equations.

Fig. 1. (a) The order parameter on the imaginary
axis for the selected values of temperature. The first
100 values of the function ∆m are plotted. (b) The
influence of temperature on the maximum value of
the order parameter. The symbols represent the nu-
merical results. The line was obtained by using (5).

In contrast, in the vicinity of the critical temper-
ature, the contribution from successive Matsubara
frequencies becomes negligibly small.

The temperature dependence of the order param-
eter is convenient to be traced by plotting the curve
∆m=1 (T ) (Fig. 1b).

In the case of cg-C4H4, the obtained numerical
data can be reproduced by the formula

∆m=1 (T ) = ∆m=1 (T0)

√
1−

(
T

TC

)κ
, (5)

where∆m=1 (T0) ≈ ∆m=1 (T = 20K) = 38.85 meV,
and κ = 3.09.

It should be emphasized that the determination
of the values of the function ∆m=1(T ) cannot be
adequately established within the confines of the
BCS theory, given that [κ]BCS = 3 [13].

The solutions of Eliashberg equations for the
wave function renormalization factor on the imag-
inary axis are visually depicted in Fig. 2a. Similar
to the behavior observed for the order parameter,
the function Zm attains its maximum value when
m = 1.

Conversely, the influence of temperature on Zm=1

remains relatively minor, as illustrated in Fig. 2b.
However, across the entire temperature range under
scrutiny, the wave function renormalization factor
consistently maintains elevated values. It is worth
mentioning that within the framework of the BCS
theory, there is [Zm]BCS = 1.

The notable elevations in the function Zm=1(T )
can be attributed to the significant influence of
strong-coupling effects inherent to the cg-C4H4 sys-
tem. Notice that from a physical perspective, the
first Matsubara frequency of the wave function
renormalization factor delineates the ratio of the
effective electron mass (m∗

e) to the electron band
mass (me), namely Zm=1 =

m∗
e

me
.
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Fig. 2. (a) The wave function renormalization fac-
tor on the imaginary axis for the selected values of
temperature. The first 100 values of the function
Zm are plotted. (b) The influence of temperature
on the maximum value of the renormalization fac-
tor. The symbols represent the numerical results.
The line was obtained by using (6).

Fig. 3. Real and imaginary part of the order pa-
rameter on the real axis for T = 20 K. The Eliash-
berg function [4] is present in the background —
the correlation between the course of the order pa-
rameter and the spectral function is clearly visible.

Remarkably, it is possible to reproduce the nu-
merical results obtained for the wave function renor-
malization factor employing the following formula

Zm=1 (T ) = Zm=1 (T0)

+
[
Zm=1 (TC)−Zm=1 (T0)

]( T

TC

)κ
, (6)

where Zm=1(T0) = 2.21, and Zm=1(TC) = 1+λ.
The determination of the physical value of the

order parameter necessitates an analytical contin-
uation of the solutions of the Eliashberg equations
onto the real axis, represented as (∆m → ∆(ω)). To
accomplish this, the following formula can be em-
ployed

∆ (ω) =
p1 + p2ω + · · ·+ prω

r−1

q1 + q2ω + · · ·+ qrωr−1 + ωr
. (7)

The values of the parameters pj and qj have been
determined according to the method presented in
publication [14]. Additionally, it has been assumed
that r = 50.

The results for the order parameter have been
visually represented in Fig. 3. It is evident that
the real part of the function ∆ (ω) assumes non-
zero values exclusively within the realm of low fre-
quencies. From a physical perspective, this signi-
fies the absence of significant damping effects. Con-
versely, as frequency values increase, both the real
part, Re [∆ (ω)], and Im [∆ (ω)] exhibit intricate be-
haviors. The distinct peaks and troughs observed
in these functions align with frequency ranges
characterized by notably high electron–phonon
coupling.

Subsequently, the next phase involves the deter-
mination of the physical value of the order param-
eter, which can be computed using the following
equation

∆ (T ) = Re
[
∆ (ω=∆ (T ), T )

]
. (8)

For T0 = 20 K, the following result has been ob-
tained: ∆(0) = 18.08 meV, while ∆(0) ≡ ∆(T0).

The free energy difference between the supercon-
ducting and normal state (∆F ) for the cg-C4H4 su-
perconductor as a strong electron–phonon coupling
system should be determined by using the expres-
sion [15]

∆F

ρ (0)
= −2π

β

M∑
n=1

(√
ω2
n+∆2

n− |ωn|
)

×
(
ZSn − ZNn

|ωn|√
ω2
n + ∆2

n

)
, (9)

where ZSn and ZNn represent the wave function
renormalization factors for the superconducting (S)
and normal (N) states, respectively, while ρ(0) sig-
nifies the electron density of states at the Fermi
level. In Fig. 4 (lower part), the dependence of ∆F
on temperature has been plotted. In the context
of physical interpretation, the presence of negative
values for ∆F provides compelling evidence that
the superconducting state remains stable below the
critical temperature.

The values of the thermodynamic critical field
were calculated in the next step (CGS units)

HC√
ρ (0)

=

√
−8π

∆F

ρ (0)
. (10)

The temperature dependence of HC/
√
ρ (0) has

been shown in Fig. 4 (upper part). As readily ob-
served, the thermodynamic critical field attains its
maximum value at T0 and diminishes as tempera-
ture increases, ultimately approaching zero at TC .

The specific heat difference between supercon-
ducting and normal state (∆C = CS−CN ) is given
by

∆C (T )

kB ρ (0)
= − 1

β

d2 [∆F/ρ (0)]

d (kBT )
2 . (11)
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Fig. 4. (Lower part) The free energy difference be-
tween the superconducting state and the normal
state as a function of temperature. (Upper part)
The thermodynamic critical field as a function of
temperature.

Fig. 5. The dependence of the specific heat in the
superconducting state and the normal state on tem-
perature.

The specific heat of the normal state is most conve-
niently estimated by the formula

CN (T )

kB ρ (0)
=
γ

β
, (12)

where the Sommerfeld constant is given by γ ≡
2
3π

2 (1 + λ). The relationship between temperature
and specific heat for both the superconducting and
normal states is illustrated in Fig. 5. A distinct
discontinuity associated with the phase transition
between superconducting and normal states is ob-
served just at the critical temperature, which is
marked with a vertical dashed line.

The thermodynamic functions outlined in this
study enable the calculation of the values for the
characteristic dimensionless ratios

R∆ ≡
2∆ (0)

kBTC
= 4.35, (13)

RC ≡
∆C (TC)

CN (TC)
= 2.01, (14)

RH ≡
TCC

N (TC)

H2
C (0)

= 0.146. (15)

It should be noted that the parameter (R∆−RH)
in the framework of the BCS theory take the uni-
versal values equal to 3.53, 1.43, and 0.168, respec-
tively [8, 15].

4. Conclusions

In this study, an in-depth exploration of the su-
perconducting phase in heavily-doped cg-C4H4 has
been conducted. The findings presented in this arti-
cle underscore the remarkable characteristics of this
material and its potential significance in the realm
of superconductivity.

One of the standout discoveries is the high criti-
cal temperature (TC) of 96.54 K that heavily-doped
cg-C4H4 exhibits even under ambient pressure con-
ditions. This observation is particularly promising
as it positions this hydrocarbon compound as a
strong contender among superconductors with prac-
tical applications.

In the case of heavily-doped cg-C4H4, very inter-
esting is its departure from the predictions of the
traditional Bardeen–Cooper–Schrieffer (BCS) the-
ory. Notably, the dimensionless parameters R∆, RC ,
and RH , with values of 4.35, 2.01, and 0.146, re-
spectively, significantly deviate from what the BCS
theory anticipates. This deviation underscores the
strong-coupling character of this superconducting
material.

The ratio of the effective electron mass (m∗
e) to

the bare electron mass (me) reaches its maximum
at 2.41 at the critical temperature, indicating a sub-
stantial enhancement in electron mass. This further
solidifies the strong-coupling nature of the super-
conducting state in heavily-doped cg-C4H4.

Crucially, our analysis demonstrates that the
BCS theory cannot adequately describe this ma-
terial. Instead, the superconductivity in heavily-
doped cg-C4H4 is governed by strong-coupling and
retardation effects. These effects play a pivotal role
in shaping its superconducting behavior.

The favorable thermodynamic properties exhib-
ited by heavily-doped cg-C4H4 in its superconduct-
ing state, in conjunction with its high TC , suggest
that it holds great promise for practical applications
in various technological domains.
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The presented work focuses on the numerical modeling of the solidification process, with a particular
emphasis on two significant physical phenomena: shrinkage cavities and grain formation, which are
influenced by the cooling rate. Cooling rate plays a crucial role in determining grain size and casting
defects. Higher cooling rates result in finer grain structures, while slower rates promote larger grains.
During solidification, atoms arrange into crystalline structures, forming grains. The cooling rate affects
grain growth kinetics. Faster rates lead to smaller grains due to limited atomic diffusion, while slower
rates allow for larger grain growth. Shrinkage cavities, localized regions in solidified material, form due to
volume contraction during cooling, negatively impacting mechanical properties. In this paper, the main
assumptions of the mathematical and the numerical model are presented. The numerical description
of the problem is based on the finite element method, which is a widely used numerical technique for
solving complex physical problems. The algorithm for the shrinkage cavity creation process is described,
and an original computer program was developed using the numerical model. The computer simulation
was conducted to obtain distributions of temperature, grain size, as well as the position and shapes of
the shrinkage cavities.

topics: solidification, grain size, cooling rate, shrinkage cavity

1. Introduction

Technological processes such as casting involve
the consideration of various thermal phenomena.
Casting is a process where a liquid metal solidifies
within a mold made of sand or cast iron. During
this process, heat is transferred out of the casting.
As the casting forms, the liquid and solid phases
contract due to the cooling process. Additionally,
shrinking occurs during the transformation of the
material from the liquid to the solid state. The tem-
perature decrease in different parts of the casting
leads to contraction, which is the primary cause
of the formation of micro- and macroscopic de-
fects. Cone-shaped open voids observed at the top
of the riser and closed voids located deeper within
the solidifying system are the most frequently en-
countered macroscopic defects [1–2]. Extensive dis-
cussions on numerical models concerning the for-
mation of shrinkage defects can be found in the
literature [3–11]. Books [3, 4] provide fundamental
insights into the formation of shrinkage cavities dur-
ing casting solidification. In one particular study [5],
the focus lies on predicting the distribution of de-
fects in a casting with a simple shape. As compu-
tational power has increased, researchers have been
able to model the formation of shrinkage cavities
in three-dimensional spaces [6–11]. This has been

achieved using proprietary software [6] as well as
commercially available software [7–11]. These mod-
els also consider additional factors such as porosity
formation [8] and the macrosegregation of compo-
nents [7, 9, 10].

The cooling rate of the casting has a significant
impact on the formation of its primary structure.
The primary structure of the casting refers to the
arrangement of crystals that form during the ma-
terial solidification process. The cooling rate deter-
mines the solidification rate and affects the size and
distribution of crystals within the casting. Fast cool-
ing promotes rapid solidification, resulting in a fine-
grained primary structure. A shorter solidification
time means that the crystals have less time to grow,
resulting in smaller grain sizes. A fine-grained pri-
mary structure exhibits higher mechanical strength,
a harder surface, and improved resistance to crack-
ing. On the other hand, slow cooling leads to a
slower solidification process and the formation of
a coarse-grained primary structure. A longer solid-
ification time allows the crystals to grow more ex-
tensively, resulting in larger grain sizes. A coarse-
grained primary structure may have lower mechan-
ical strength, a less hard surface, and increased sus-
ceptibility to cracking. The cooling rate has a signif-
icant influence on the size of the frozen crystal zone,
columnar crystal zone, and equiaxed grain zone.
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2. Mathematical and numerical description

In the analysis, a solidifying casting with a riser
is taken into account (see Fig. 1). Heat transfer
through the casting’s side and top surfaces is incor-
porated through appropriate boundary conditions.
The region under consideration is divided into sev-
eral zones based on the amount of liquid, solid, and
gas present. The primary domains of the solidifying
casting include the solid region ΩS , the liquid region
ΩL, and the region ΩA filled with air. Additionally,
during the solidification process, the solid-liquid
area ΩS+L is also observed. The outer boundaries of
the analyzed casting are the side surface Γside and
the top surface Γtop. Due to symmetry, only half of
the system was considered, which also involved the
introduction of a symmetry plane Γsym.

The problem’s mathematical description includes
the transient heat transfer partial differential equa-
tion

∇ · (λ∇T ) = cρ
∂T

∂t
(1)

and encompasses the related boundary-initial con-
ditions

(x, y, z) ∈ Γtop,Γside : −n · λ∇T = α(T−T∞),

(2)

(x, y, z) ∈ Γsym : −n · λ∇T = 0, (3)

T (x, y, z, t=0) = T0. (4)
The symbols in this context hold the following
meanings: λ [J/(s m K)] represents the coeffi-
cient of thermal conductivity, T [K] denotes the
temperature. The effective specific heat parameter
c [J/(kg K)] describes the release of heat during so-
lidification. The density ρ [kg/m3] determines the
mass per unit volume. The variable t [s] signifies
time, while n denotes the normal vector to the ex-
ternal boundaries Γside and Γtop. The heat transfer
coefficient α [J/(s m2 K)] represents the convective
heat transfer outside Γside and Γtop, respectively.
Next, T0 [K] represents the initial temperature dis-
tribution, and T∞ [K] corresponds to the tempera-
ture of an external medium, such as a mold or air.
Lastly, ∇ symbolizes the Nabla operator.

To determine the density ρ and the thermal diffu-
sion coefficient λ, their average values can be com-
puted using the following formulas

ρ = fSρS +
(
1−fS

)
ρL,

λ = fSλS +
(
1−fS

)
λL, (5)

fs =
TL − T
TL − TS

, (6)


T < TS : c =cS ,

TS ≤ T ≤ TL : c =
cL+cS

2
+

LH

TL−TS
,

T > TS : c =cL, (7)

Fig. 1. Solidifying casting with marked character-
istic zones and boundary-initial conditions. Dimen-
sions in millimeters.

where fS [-] represents the fraction of the solid
phase, and TL [K] and TS [K] denote the liquidus
and solidus temperature, respectively. The effective
specific heat c (7) is expressed in reference [12].
The subscripts L and S denote the liquid and solid
phases, respectively, and LH [J/kg] signifies the la-
tent heat of solidification. The numerical model is
built using the finite element method (FEM), where
(1) is employed along with the initial and boundary
conditions (2)–(4). The weighted residuals criterion
has been applied in formulating FEM,∫

Ω

dΩ w

[
−cρ ∂T

∂t
+∇ · (λ∇T )

]
= 0. (8)

In the above equation, w is the test function, and
Ω represents the total volume of the casting. Uti-
lizing the standard Galerkin formulation, a set of
equations is derived. Specifically, for each finite el-
ement (e), the following equation can be obtained

λ(e)
∫ ∫

Ω(e)

dΩ
(
DT

xDx + DT
y Dy + DT

z Dz

)
T =

−
∫
Γ (e)

dΓ qN − c(e)ρ(e)
∫ ∫

Ω(e)

dΩ NTN Ṫ .

(9)
To compute the temperature distribution, the equa-
tion utilizes the shape functions N of the finite
element, along with the spatial derivatives Dx,
Dy, and Dz of the shape functions with respect
to x, y, and z, respectively. The nodal values
of temperature and its time derivatives are con-
tained in T . Additionally, the boundary heat flux
is represented by q. The computation employs the
backward Euler method for time discretization,
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Fig. 2. Simplified structure of the mushy zone.

TABLE I

Material properties used in the calculations.

Material
property

Liquid phase Solid phase Air

λ 23 35 0.3
ρ 6915 7800 1.0
c 837 644 1008.2

Parameter of
solidification

Value

L 270000
TL 1774.0
TS 1718
Sh 0.05

dmax g 0.0002

resulting in the following scheme((
∆t
)−1

M+K
)
T j+1 = B+

(
∆t
)−1

MT j .
(10)

In this model, the assumption was made that the
mushy zone comprises spherical grains that grow
within a liquid matrix (see Fig. 2). It was also as-
sumed that liquid flow between grains remains feasi-
ble until neighboring grains make contact with each
other.

The size of the cell dmax l [m] in which the grain
grows was calculated using the equation [13]

dmax l = dmax g

(
1− e−1/CR

)
, (11)

where dmax g [m] represents the maximum grain size
that can form in the casting, and CR [K/s] denotes
the cooling rate of solidification.

The critical value of the solid phase fraction at
which fluid flow occurs in the mushy zone is fskr =
0.52, based on the assumption made

fskr =
Vgrain
Vcell

=
4π

3

(a
2

)3
a−3 =

π

6
= 0.52.

(12)
The algorithm for shrinkage cavity growth con-

sists of the following stages at each time step:
• Calculation of the increment of the solid phase
based on the temperature field in the current
and previous time steps.

Fig. 3. Primary structure of the casting and loca-
tion of the shrinkage cavity for cases I (a), II (b),
and III (c).

• Computation of the material shrinkage by
multiplying the volume of the solid phase by
the shrinkage coefficient Sh [-].

• Assigning the calculated volumetric loss to
the highest located nodes in the correspond-
ing liquid regions, changing their state from
liquid (L) to air (A). This procedure forms
one or more shrinkage cavities.

This process should be repeated at each time step
until no L nodes remain in the casting.

3. Example of calculations

Three variants of calculations were performed for
the geometry shown in Fig. 1. The geometry was
modeled and spatially discretized using the open-
source software Gmsh. The mesh was composed of
tetrahedral elements and consisted of 95501 nodes.
Each simulation case was conducted with a different
cooling intensity on Γside, corresponding to a speci-
fied value of the coefficient α (Fig. 1). The time step
was ∆t = 0.1 s. The material properties of steel are
presented in Table I. The casting was initially filled
with molten alloy at a temperature of 1833 K.

In Fig. 3, the structure of the casting after so-
lidification is shown. It is evident that the cooling
rate influences the location and extent of regions
with different grain sizes. In the case of slow cool-
ing, a zone dominated by equiaxed grains is ob-
served (Fig. 3a), while in the case of intense cool-
ing (Fig. 3c), frozen and columnar grain regions are
visible, along with a central region occupied by the
largest equiaxed grains. The shrinkage cavity ex-
hibits a similar shape and depth in all three cases.

4. Conclusions

The cooling rate was found to have a significant
influence on the primary structure of the casting.
Different cooling rates resulted in varying propor-
tions of frozen columnar and equiaxed grain regions.
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Slow cooling led to the dominance of equiaxed grain
regions, while intense cooling promoted the forma-
tion of frozen and columnar grain regions. The cool-
ing rate did not have a substantial influence on the
shrinkage cavity itself. Although there was a slight
difference in depth, with a slightly deeper shrinkage
cavity observed under slower cooling conditions, the
overall shape and location of the shrinkage cavity
remained relatively consistent across the different
cooling rates.
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In this paper, the results of studies on sub-micrometer planar structures used for aimed frequency-
dependent electromagnetic radiation dissipation are presented. The proposed specific geometry of pe-
riodic parts of surface structures should enable the occurrence of phenomena related to selective re-
flectance and interference. The inner porous structure should lead to the formation of destructive inter-
ference of electromagnetic radiation and its dissipation. The investigated structures were irradiated by
a Gaussian-type radiation source. The propagation was analyzed using the MEEP software package for
electromagnetic simulation via the finite-difference time-domain method. The reflectance spectra were
obtained by the Fourier transform of the response to the short pulse. The obtained results showed that
the surface structures are mainly responsible for reflected electromagnetic spectrum composition, while
the porous parts were responsible for thermal radiation dissipation.

topics: finite-difference time-domain (FDTD), electromagnetic (EM) propagation, structural colors,
electromagnetic radiation dissipation

1. Introduction

In nature, there are many structures, the map-
ping of which allows the transfer of evolutionarily
optimized patterns in order to achieve selected func-
tional properties of chosen technical solutions [1, 2].
Examples of such an approach include the applica-
tion of structure types met in shark scales in the
production of algae-resistant hulls [3], or abalone
shells, the structure of which is an inspiration for
reinforcement applied in materials engineering [4].
One of such designs is also the wing structure of but-
terflies from the Archaeoprepona demophon family
[5] (see Fig. 1), which was the inspiration for the
research carried out in this paper.

Fig. 1. Photo of the butterfly of the Archaeopre-
pona demophon family [5].

The biological function of this butterfly wing sur-
face is to obtain angle-dependent reflections, known
in science as structural colors, as well as to absorb
heat energy from infrared radiation. The introduc-
tion of solutions inspired by these phenomena into
technical devices may allow for the improvement of
heat dissipation technology [6] in devices exposed
to high temperatures or the improvement of meth-
ods for obtaining colored surfaces that do not lose
their properties due to pigment fading [7]. In this
paper, we performed a theoretical analysis of the ab-
sorption and reflection spectra of structures based
on a butterfly wing. For this reason, we have pre-
sented the results of FDTD calculations of Gaus-
sian pulse propagation and transmittance spectra
evaluated on both porous and periodic surfaces of
biologically inspired structures.

2. Computational methods

For all calculations, we have used the MEEP
software package [8], which implements the finite-
difference time-domain (FDTD) method for sim-
ulating electromagnetic wave propagation. Based
on the areas marked in Fig. 2, the parameters of
pores present in the substrate structure were de-
termined. It was found that their moderate size
was about 0.4 µm. Figure 3 was used to deter-
mine the structural parameters of the periodic pat-
tern present in a wing surface [9]. The analyzed
transmission electron microscopy (TEM) images
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Fig. 2. TEM images of butterfly wing with marked characteristic patterns that were transferred to theoretical
model [9].

Fig. 3. TEM images of butterfly wing with cross-
section pattern with marked characteristic struc-
tures that were transferred to theoretical model [9].

revealed that the observed structures have tree-like
patterns. The height of observed trees was moder-
ately 1.5 µm. The branches on that pattern had
about 0.05 µm thickness and the same distance
between themselves. Their length decreased with
the distance from the base of the trunk from 0.4
to 0.05 µm. The distances between neighboring pat-
terns were around 0.05 µm on the bottom of the
structure.

The obtained parameters allowed us to create 6
basic shapes of different complexity. All analyzed
shapes are presented in Fig. 4a–f.

Fig. 4. Types of structures analyzed in the model:
(a) reference structure of substrate, (b) substrate
with holes, (c) substrate with a surface ridge (comb
structure), (d) substrate with surface Christmas
tree pattern, (e) substrate with holes and surface
ridge, (f) substrate with holes and Christmas tree
pattern.

A substrate in the form of a simple block was
used as a basic reference structure, as presented
in Fig. 4a. Then, the porous substrate, as well as
substrates with surface periodic patterns, were cho-
sen for further analysis (see Fig. 4b–d). The last
part of the analysis was performed for combined
structures, as presented in Fig. 4e, f. The opti-
cal property, i.e., ε value, was set to 2.44 for all
solid structures, which is similar to values found in
the literature [9]. The light source was placed in
front of the structure, in the middle, at a distance
of 6 µm. In applied simulation, space was set as
a 2D 16 × 16 µm2 and was digitized. The 60 pix-
els represented a length of 1 µm. Also, in order to
reach numerical stability, a 0.5 Courant criterion
was used. Based on such assumed variables and the
working area, the time step in the simulation was
5 ns. The Gaussian pulse was set in TE mode (TE
— electric part of the electromagnetic wave) in such
a way that in 2D simulation the Ex and Ey com-
ponents of the electromagnetic field were parallel to
the x and y axis of the computational domain, re-
spectively. The component Ez was the current com-
ponent, which was modulated in time. Due to the
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Fig. 5. Scheme of the measurement environment
implemented in the MEEP program to perform the-
oretical research.

MEEP program using current types of sources, the
source used in the simulation was not a hard type.
Such prepared structures and the light source were
placed in the air area surrounded by PMLs (per-
fectly matched layers) of 1 µm thickness, as can be
seen in Fig. 5.

The transmittance spectra were obtained by the
Fourier transform of the response to a short pulse
of a flat wave. The Fourier transform was calcu-
lated just after an analyzed structure, before PML.
The calculations were performed along a vector per-
pendicular to the longer side of the substrate. The
obtained transmittance results were normalized by
a similar calculation performed for a source placed
in an empty box filled with air. Gaussian-pulse
radiation source, with 1.875 [2πC/a] central fre-
quency and 3.223 [2πC/a] width, which represents
UV(A)–VIS–IR(A) wavelength area, was used for
both types of calculations.

3. Results and discussion

In Fig. 6, the electromagnetic (EM) wave propa-
gation in the computational cluster with different
types of reflecting/absorbing structures was pre-
sented. Red and blue colors on the exposed picture
represent positive and negative peaks of Ez com-
ponent of the electromagnetic field with respect to
the surroundings in white, which are treated as zero
amplitude. The EM source applied in the simulation
generated flat pulses that have a temporal inten-
sity profile, which has a Gaussian shape. Subject-
ing such an impulse to a Fourier analysis reveals
that in its spectrum, different frequencies appear,
distributed around the 1.875 [2πC/a] central fre-
quency, with a width of distribution equal to 3.223
[2πC/a]. In all the panels of Fig. 6, three different
areas of EM distribution can be seen. The first area
represents the emitted pulse modified by its back-
ward superposition with a reflected wave from the
surface of a structure. The second one represents in-
ternal propagation in the substrate region. The last
area represents the transmittance region behind the
structure. As can be seen in Fig. 6a, b, d, e, the

EM pulse for any periodic structure results in the
presence of a reflected flat return pulse in the back-
ward direction, but also a clearly visible symmet-
rical bent at an accurate angle for the Christmas
tree-shaped structure and at a wide angle of deflec-
tion for the comb structure. For a substrate with-
out a periodic structure, we only observe distinctive
back reflection. In the second area, the inner zone
of the substrate, the pulse propagation frequency is
changed. It increases the most for solid areas with-
out a periodic structure or with a structure in the
form of a comb; for the substrate behind the Christ-
mas tree structure, the observed changes in the
propagation frequency are weaker. In porous areas,
they remain unchanged in relation to the incident
pulse. EM propagation for the last area in the trans-
mittance region behind the examined structure was
focused and significant for the comb surface pattern,
dissipated but clearly present for the Christmas tree
surface pattern, and almost vanished for the plane
surface and porous structure. The presence of com-
bined structures resulted in moderate transmittance
compared to less complex structures (lower than for
surface patterns with a solid substrate and smaller
than for those with a plain porous substrate).

In Fig. 7, the transmission, reflectance, and sum-
marized loss spectra for all investigated structures
are presented. As can be seen in Fig. 7a, the sub-
strate made of a flat block has the smoothest shape
of all dependencies for VIS–IR(A) wavelengths. In
the UV(A) region, sharp peaks on transmission and
reflectance curves are present. This type of struc-
ture strongly reflects selective values of UV(A) and
the whole VIS area, especially wavelengths from
the blue VIS region. Reflectance rapidly decreases
in the IR(A) area. Transmittance spectra in the
reference structure show reversed behavior to re-
flectance spectra, i.e., high values for selective wave-
lengths in the UV(A) region and rapid growth in the
red VIS–IR(A) wavelength area. Losses observed
for that structure have very low values for short
waves, starting from about a few percent and in-
creasing systematically to approximately 20% for
a wavelength of 700 nm. The introduction of peri-
odic structures (Fig. 7b and d) on the surface of the
analyzed sample leads to the creation of irregular,
jagged dependence for all measured quantities. The
analysis of the loss dependence shows that for both
tested structures, there is a clear increase in their
overall value. For the comb-shaped surface struc-
ture, the greatest changes occur within UV(A) and
VIS regions up to a value of approximately 600 nm.
Their value reaches an average of 50% and a max-
imum of 75% for the 450 nm peak. For wave-
lengths above 600 nm, they assume an average value
of 20%. All these changes mainly correspond with
a reduction of reflectance, with the exception of
the UV(A) region, where changes correspond to
a reduction in both transmittance and reflectance
quantities. Analysing Fig. 7c, it can be seen that
the presence of holes in the substrate leads to
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Fig. 6. EM wave propagation in the computational cluster, with five types of reflecting structures: (a) sub-
strate with holes, (b) substrate with surface ridge (comb structure), (c) substrate with surface Christmas tree
pattern, (d) substrate with holes and surface ridge, (e) substrate with holes and Christmas tree pattern.

Fig. 7. Transmission spectra for EM wave propagated in the computational cluster, with five types of reflecting
structures: (a) reference block substrate, (b) block substrate with surface ridge (comb structure), (c) block
substrate with holes, (d) block substrate with surface Christmas tree pattern, (e) block substrate with holes
and surface ridge, (f) block substrate with holes and Christmas tree pattern.

vanishing transmittance almost on the whole spec-
trum, with exceptions seen for chosen frequency
peaks of intensities lower than 50%. We also note a
large increase in reflected rays in the short wave
region, which is slowly fading till 700 nm wave-
length. Over that value, reflectance varies around
50%. The losses generally increased to moderately
35%, achieving the highest value of 75% for a peak
near 475 nm. Interesting results were also obtained

for tree-like surface structure in Fig. 7d. All de-
pendencies had a less jagged structure than that
observed for the rest of the modified samples. It
was observed that the maximum of losses shifted
from the red-VIS region in the direction of shorter
wavelengths, compared to the reference structure.
Its middle was found at 550 nm and had a 3.5 times
higher value. The changes observed in the transmit-
tance spectrum were also significant. The presence
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of a wide optic window for UV(A) was found. Over
that window, transmittance fell down to almost
10%, and starting from 550 nm, grew systemati-
cally to reach 100% near 900 nm. From an analysis
of reflectance spectra in Fig. 7d, one can see that
almost in all examined regions, reflectance was close
to 0% except in the area of wavelengths from 400
to 550 nm. That shows the presence of reflection
in the blue–green VIS region. The combination of
surface structure and holes in the substrate leads
to different effects. In the case of a comb struc-
ture with holes on the substrate, we can see the
growth of losses, especially for shorter waves, and
an increase in reflectance for longer wave area (over
600 nm). Transmittance fades almost to 0% except
in some narrow areas, especially for short waves in
the UV(A) region. In the case of a tree-like sur-
face structure with pores in the substrate, we can
see that the strongest reflection is still present in
the blue–green VIS region, but there are also small
amounts of rays reflected in the IR(A) region from
750 to 850 nm. The losses are quite high, but trans-
mittance is higher than for the sample with the
same surface structure and lack of holes.

4. Conclusions

In this paper, a theoretical analysis of the absorp-
tion and reflection spectra of structures based on a
butterfly wing was performed.

The results of FDTD calculations of Gaussian
pulse propagation and transmittance spectra eval-
uated on biologically inspired structures revealed
that the porous structure of the substrate was re-
sponsible for a dissipation of the electromagnetic
radiation. This observation is based on the increase
in recorded losses as well as reflected radiation. The
obtained results are coherent with postulated as-
sumptions.

The periodic comb-like structure led to a more
jagged dependence of all quantities, while another
periodic structure, a tree-like one, was responsible
for the increase in losses as well as transmittance
in UV(A), VIS-red, and IR(A) areas. In this case,
the reflectance was reduced to blue and green VIS

region. The reflectance in such a range is coherent
with the structural colors of the investigated bio-
logical structure and is a proof that the structure
parameters for the tree-like surface model have been
selected correctly.

To sum up, the use of structures based on pores
leads to the dissipation of EM radiation, and the
Christmas tree structure allows to obtain structural
colors.
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The paper presents a comprehensive investigation of the ultraviolet-filtration properties of a quasi-one-
dimensional photonic crystal using the transfer matrix method. The photonic crystal structure forms
a periodic stack that exhibits photonic suppression regions. By tailoring the layer thicknesses, we have
designed a photonic crystal filter that selectively transmits ultraviolet light while efficiently suppressing
unwanted wavelengths. Moreover, we demonstrate that a similar effect can be achieved by introducing
an interlayer air gap, which, in turn, makes it possible to adjust the system during operation. Through
rigorous simulations, the transmission characteristics of the proposed photonic crystal filter have been
analyzed. The simulation results demonstrate that the filter exhibits a high degree of ultraviolet light
transmission within a specific wavelength range, while effectively suppressing other wavelengths in the
visible and near-infrared regions. The ability to selectively transmit ultraviolet light can be utilized in
various fields, such as solar energy harvesting, ultraviolet photodetection, and optical sensing.

topics: matrix method, UV filters, tunable, electromagnetic (EM) propagation

1. Introduction

Tunable ultraviolet (UV) filters that allow for
the transmission of specific UV light wavelengths
are highly desired in various scientific applications
due to their application versatility and precise con-
trol over the spectral range. The significance of
such filters may be demonstrated when considering
such fields as spectroscopy, photobiology and pho-
tomedicine, optoelectronics and nanotechnology, so-
lar research, or photovoltaics, which remains a very
active research area nowadays. For example, in
spectroscopy, the ability to transmit specific wave-
lengths of UV allows the study of the unique spec-
tral signatures of different compounds, which in
turn enables the identification, quantification, and
analysis of substances in fields such as chemistry,
biochemistry, and environmental science [1–3]. In
the field of photobiology, the effects of UV radia-
tion on living organisms are studied because differ-
ent wavelengths of UV light have varying biolog-
ical impacts, ranging from DNA damage to influ-
ence on cellular processes. Tunable UV filters fa-
cilitate precise manipulation of the UV spectrum
incident on biological samples, enabling researchers
to investigate the specific effects of different wave-
lengths on cellular mechanisms, photoreceptors, and
photosensitive molecules [4]. In photomedicine, tun-
able UV filters are crucial for selecting the most
appropriate wavelengths for therapeutic applica-
tions, such as targeted photodynamic therapy or

UV-induced sterilization [5]. In optoelectronic and
nanotechnology, certain semiconductor materials,
such as gallium nitride (GaN), are widely used in
UV LEDs and UV detectors [6]. Tunable filters al-
low researchers to optimize the transmission char-
acteristics of these devices, enhancing their effi-
ciency, sensitivity, and performance. Additionally,
in nanofabrication processes, tunable UV filters are
utilized for precise control of the UV exposure, en-
abling the patterning and structuring of nanoscale
features on substrates [7, 8]. As for solar research
and photovoltaics, the study of solar radiation and
its interaction with the Earth’s atmosphere is es-
sential for understanding climate dynamics, atmo-
spheric chemistry, and solar energy conversion [9].
Different UV wavelengths have distinct effects on
the Earth’s energy budget, ozone layer, and pho-
tochemical reactions. Tunable UV filters help sci-
entists isolate and investigate specific UV bands,
allowing them to gain insights into the detailed
mechanisms of these processes and accurately quan-
tify their impact on climate change and environ-
mental systems.

The above examples are only a small part of the
various applications faced by this type of devices,
however, these examples clearly show that the de-
mand for this type of solutions not only does not
decrease, but also promises further increased ex-
ploration of photonics and its future applications,
simply leading to advancements in various scientific
disciplines and technological applications [10].
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Quasi-one-dimensional photonic crystals (PCs)
have emerged as a fascinating area of research in
the field of photonics due to their unique optical
properties and potential applications. These struc-
tures consist of alternating layers or periodic arrays
of materials with different refractive indices, which
leads to the formation of bandgaps and selective re-
flection or transmission of specific wavelengths of
light. In recent years, there has been growing in-
terest in utilizing quasi-one-dimensional photonic
crystals for the fabrication of tunable UV filter de-
vices, enabling precise control over the transmission
of ultraviolet (UV) light. The design and analysis
of such devices often rely on computer simulations
based on the transfer matrix method (TMM) [11],
which is well-suited for investigating the optical
properties of these complex structures [12]. In this
paper, we present a comprehensive study on the
design, simulation, and characterization of tunable
UV filters based on quasi-one-dimensional photonic
crystals, employing the transfer matrix method as
a powerful tool for analyzing their optical behav-
ior. By exploring the tunability of these filters, we
aim to contribute to the development of advanced
UV filtering technologies with applications in spec-
troscopy, photomedicine, optoelectronics, and be-
yond.

2. Computational methods

The TMMs method governing equation [13, 14][
E
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E
(−)
in

]
= Γ

[
E

(+)
out

E
(−)
out

]
(1)

describes incident wave E(+)
in incident on the bound-

ary of the mediums, E(−)
in is reflected wave prop-

agating in an antiparallel direction, E(+)
out is wave

coming out of the system, while characteristic ma-
trix Γ is defined as
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ϕj = djnj
2π

λ
cos(φj), (4)

where dj is j-th layer thickness, nj — j-th layer re-
fractive index, λ — incident wavelength, and φj —
j-th layer incidence angle.

The last one, Dj,j+1, called the transmittance
matrix is defined as

Dj,j+1 =
1

tj,j+1

[
1 rj,j+1

rj,j+1 1

]
, (5)

where the symbols tj,j+1 and rj,j+1 denote the
Fresnel reflectance and transmittance coefficients
of the electromagnetic wave at the transition from

Fig. 1. Schematic diagram of waveguide with vari-
able hole-defects. The spacing between hole centers
is always fixed to 2 µm on both sides of the defect.
For ease of readability, we present only selected de-
fect sizes.

medium j to medium j+1, assuming that the wave
propagates towards the positive values of theX axis
of the multilayer system (parallel to normal vector
of the system layers, while these layers are parallel-
ograms). The schematic illustration of the studied
system is presented in Fig. 1. The system consists
of 7 layers made using two materials, namely fused
silica and Vitron IG, and their refractive indexes
are nA = 1.4570 and nB = 2.5385, respectively.
When the air gap was used, the refractive index
was set to nX = 1.0. Whenever an air gap was in-
troduced into the system, it was placed after layer 3
(see Fig. 1). Simulation takes into account the ex-
tinction coefficients of these materials, which are
4.4788 × 10−7 for Vitron. In the case of fused silica
and air gap, their corresponding extinction coeffi-
cients are k = 0.

3. Results and discussion

The first quasi-one-dimensional photonic crystal
was prepared to be centro-symmetric with a sym-
metry axis located at layer 4. The thickness of
A material, dA, was fixed to 15 nm, while the
thickness of layer B, dB , was systematically re-
duced from 20 down to 11 nm in a 1 nm step.
The topology of the system was binary, implement-
ing {A,B,A,B,A,B,A} structure. Figure 2 shows
the transmission spectra for this photonic crystal.
As can be seen, for each case the single transmis-
sion spectrum consists of one sharp peak with a
transmittance maximum at 100% (all transmittance
spectra and maps are normalized to 1, where 1 cor-
responds to 100%) and a long “tail” with nearly 47%
average transmission for the case when dX = 11 nm
and 67% when dX = 20 nm. Reducing the thick-
ness of the layer dB leads to a twofold behav-
ior of the overall transmission. Firstly, it is visi-
ble that the transmission maximum shifts towards
shorter wavelengths, while not only maintaining the
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Fig. 2. Transmittance in function of incident
wavelength at incident angle θ = π/4. The B layer
thickness (Vitron) was systematically decreased, as
denoted.

transmittance maximum but also conserving the
transmission peak shape. A narrow half-width of
the transmittance peak is desirable as it limits the
range of wavelengths passing through the system.
Secondly, the transmittance from the infrared wave-
length side (above 800 nm) increases, which is un-
desirable in this case. It should be noted, however,
that the high transmittance at the peak of the max-
imum, due to the fact that it reaches as much as
100% in this place, allows for assembling several fil-
ters in a cascade, one after the other, assuming that
the distance between the filters is sufficiently large
(i.e., much greater than the desired wavelength of
the transmitted UV light). Maintaining such a large
gap (e.g., 10 µm or more) will limit the interaction
between the filters to a minimum and will allow for
undisturbed operation as if it were single.

Fig. 3. Transmittance maps for the structure
without air gap; dB is the layer B thickness. The
θ angle is the angle of incidence measured to the
layer normal, and brightness is the transmittance.

Figure 3 shows in the form of transmission maps
the behavior of the system when the angle of inci-
dence α of light is changed in the range from 0 to 90◦
(0 to π/2). As can be seen, the selectivity of the fil-
ter increases as the incident wave tends to θ = π/2
(please note that θ is defined with respect to the
normal of the layer). The usable range for this pho-
tonic structure seems to lay between π/4 and pi/2;
below this angle, the filter starts to transmit signif-
icant amounts of electromagnetic waves over a wide
range of wavelengths.

Next, we introduced a variable air gap between
layers number 3 and 4 (for reference, see Fig. 1).
The presence of an air gap is very desirable be-
cause it basically allows one to modify the pa-
rameters of the filter without having to manufac-
ture new photonic crystal, as it was a necessity in
the first photonic crystal (PC) case. Unfortunately,
the introduction of such an air gap may introduce
potentially undesirable properties and deteriorate
the filtering properties of the system. Air, on the
other hand, does not strongly block UV radiation
and allows modifications to the geometry of the
PC structure to be made relatively easily. The in-
troduction of the air gap required additional fine-
tuning of the rest of the PC layers and a decrease
in layer A thickness to dA = 13 nm. Figure 4 shows
the transmittance of the air gap photonic crystal,
depending on the decreasing thickness of the air
layer. As can be seen, the shape of the transmit-
tance curve is similar in character to the first PC
(without an air gap). In this case, a single peak
can also be observed, although its transmittance
at the peak of the maximum is lower and amounts
to 89% for the structure in which the thickness of
the air layer is dX = 30 nm, but increases to 99%
for dX = 3 nm. The half-width of the peak has
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Fig. 4. Transmittance in function of incident
wavelength at incident angle θ = π/4 for the system
with air gap. The gap size (dAir) was systematically
reduced, as denoted.

also increased, which, as mentioned earlier, nega-
tively affects the selectivity of the filter. As in the
first case, reducing the thickness of this layer shifts
the transmittance peak towards lower wavelengths
of electromagnetic radiation, while increasing the
transmittance in the infrared region.

The transmittance maps presented in Fig. 5 are
also of a similar nature as in the case of the first
studied structure. Their in-depth analysis shows
that this time the filter usability range (understood
as the possibly narrow transmittance peak and the
smallest possible transmittance for infrared light)
is narrower than in the case of a structure without
an air gap. This range can be extended by using
a narrower air gap, but this involves shifting the
transmittance maximum towards the light from the
infrared range.

Fig. 5. Transmittance maps for the structure with
air gap; dX is the air gap thickness. The θ angle is
the angle of incidence measured to the layer normal,
and brightness is the transmittance.

4. Conclusions

The investigation into the UV-filtration proper-
ties of a quasi-one-dimensional photonic crystal has
yielded valuable insights into the performance of the
studied photonic structure. Through comprehensive
analysis, several crucial findings have emerged. The
transmittance spectra exhibit a distinctive behav-
ior characterized by a sharp transmission peak with
a transmittance maximum of 100%, accompanied
by an extended “tail” exhibiting average transmis-
sions of approximately 47% and 67% for respec-
tive thicknesses of dX = 11 nm and dX = 20 nm.
The manipulation of the layer thickness dB revealed
intriguing outcomes, resulting in a dual effect on
overall transmission. Firstly, a shift of the trans-
mission peak towards shorter wavelengths was ob-
served, while maintaining its shape and maximizing
transmittance. The subsequent increase in trans-
mittance at longer wavelengths was noted, albeit
being undesirable. The filter’s optimal operational
range was found between π/4 and π/2; deviating be-
yond this range resulted in broader transmission of
electromagnetic waves. The introduction of a vari-
able air gap allowed for real-time parameter adjust-
ments. Considering the air gap configuration, the
transmittance curves maintained a single-peak na-
ture, albeit with peak transmittance values decreas-
ing to 89% for dX = 30 nm and increasing to 99%
for dX = 3 nm. This led to a wider peak half-width,
diminishing filter selectivity. Transmittance maps
paralleled those of the initial structure, revealing
a narrower usability range due to the air gap, and
although this range could expand with a smaller air
gap, it shifted the transmittance peak towards in-
frared light.
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In summary, our study unveils the intricate in-
terplay of layer parameters, incident angles, and air
gap presence in influencing UV-filtration properties
of quasi-one-dimensional photonic crystals. These
findings offer practical design insights for optimiz-
ing photonic filters for UV applications, prompting
further exploration and refinement of such systems.
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In this paper, the impact of the extinction coefficient on electromagnetic wave transmission in a quasi-
one-dimensional thin superlattice structure is investigated. The system consists of several layers of
optical materials with different densities, and the focus is put on the transmission of light through this
arrangement. Using theoretical modeling via the transfer matrix method, it is found that the extinc-
tion coefficient significantly influences transmission properties. Furthermore, the impact of altering the
extinction coefficient of specific layers on the overall transmission behavior is investigated through sys-
tematic variations of the extinction coefficient and exploration of how changes in the optical properties
of individual layers influence the transmission spectrum and the emergence of transmission peaks and
valleys. These results provide valuable insights into the design and optimization of superlattice struc-
tures for various applications, including optical devices and photonic systems enabling precise light
control.

topics: transfer matrix method, UV filters, tunable, electromagnetic (EM) propagation

1. Introduction

In the realm of optical materials and their intri-
cate interactions with light, the optical extinction
coefficient stands as a fundamental parameter that
significantly influences light transmission behav-
ior [1]. This coefficient characterizes the attenua-
tion of light intensity as it traverses a material
due to absorption and scattering processes. Its ac-
curate determination is pivotal in understanding
and engineering the optical response of various sys-
tems, ranging from thin films to multilayered struc-
tures [2–5]. By quantifying the rate at which elec-
tromagnetic energy is dissipated within a material,
the extinction coefficient serves as a cornerstone
in predicting the material’s behavior across a wide
spectral range. In this pursuit, computer simula-
tions grounded in the transfer matrix method have
emerged as a powerful analytical tool [6, 7]. Lever-
aging its prowess in modeling the propagation of
light through layered media, this method offers an
effective means to unravel the intricate interplay be-
tween material properties, layer thicknesses, and in-
cident wavelengths.

In the context of thin superlattices, the impact
of the extinction coefficient on light transmittance
cannot be simply omitted. These systems, com-
posed of alternating layers of different materials,
exhibit unique optical characteristics driven by the
layer material type and its spatial configuration,
including thickness, refractive index, and optical

extinction coefficient [8]. Fundamental studies elu-
cidating the relationship between the extinction co-
efficient and light transmission in such intricate ar-
rangements hold paramount significance. These in-
vestigations provide invaluable insights into the un-
derlying mechanisms governing light–matter inter-
actions, enabling the tailoring of optical responses
for a myriad of applications ranging from advanced
coatings and optical filters to photovoltaics and sen-
sors. By comprehensively exploring the impact of
the extinction coefficient on the propagation and be-
havior of light within thin superlattices, this study
not only advances our understanding of fundamen-
tal optical principles but also lays the groundwork
for the design and optimization of next-generation
optical devices with enhanced performance and ver-
satility.

In the present study, the capabilities of the trans-
fer matrix method are used to explore the influence
of the optical extinction coefficient on light trans-
mission, shedding light on the nuanced interrela-
tionships that underpin the optical performance of
complex multilayer systems.

2. Computational methods

2.1. Transfer matrix and extinction coefficient

The transfer matrix method (TMM) [1, 9] pro-
vides a robust framework for analyzing the opti-
cal properties of multilayer systems, such as thin
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Fig. 1. Schematic diagram of studied superlattice;
dA and dB represent layer thickness. The superlat-
tice is submerged in n = 1.0 and κ = 0 environment.

superlattices. This method allows for the efficient
calculation of the transmission and reflection coef-
ficients by treating each layer within the system as
a linear optical element [10]. The main equation of
this method is as follows[

E
(+)
in

E
(−)
in

]
= Γ

[
E

(+)
out

E
(−)
out

]
(1)

and describes incident wave E(+)
in incident on the

boundary of the mediums, and E
(−)
in is reflected

wave propagating in an anti-parallel direction, E(+)
out

is a wave coming out of the system, and the last
term E

(−)
out is zero. The characteristic matrix Γ de-

fined as

Γ = Din,j

( J∏
j=1

PjDj,j+1

)
(2)

is a central component in the calculations. The char-
acteristic matrix, also known as the transfer ma-
trix, relates the incoming and outgoing electromag-
netic fields at the interfaces between different layers.
This matrix describes how the incident electric and
magnetic fields are transformed as they propagate
through the layer. By multiplying the characteris-
tic matrices of all the layers in the multilayer struc-
ture, the overall transformation of the fields and the
transmission and reflection coefficients for the entire
structure can be calculated. In (2),

Pj =

[
e iϕj 0

0 e− iϕj

]
and ϕj = djnj

2π

λ
cos(φj)

(3)
describe all the parameters of the system, such as
refractive indices nj , quantities describing the phys-
ical dimensions (dj) of incident wavelength λ and at
layer incidence angle φj . In fact, Dj,j+1 is called the
transmittance matrix. The optical extinction coef-
ficient, represented by the imaginary component κ
in the complex refractive index n = n + iκ, plays
a crucial role in elucidating the interaction between
light and materials. As light traverses a medium,
it undergoes absorption, leading to a reduction in
intensity. This phenomenon is inherently captured
by κ, which is responsible for the exponential decay
observed in the propagation of light through a ma-
terial, aligning with the principles outlined in the

Fig. 2. The influence of layer B extinction coeffi-
cient κ increase on system transmittance.

Beer–Lambert law. The relationship between κ and
the absorption coefficient α is manifested in the ex-
pression α = 4πκ/λ0, where λ0 is the vacuum wave-
length, offering a direct quantification of the ma-
terial’s absorptive characteristics. Further insight
into the penetration depth δp, the distance after
which intensity diminishes by a factor of 1/e, reveals
δp = λ0/(4πκ). Both the real part n and the imag-
inary part κ are frequency-dependent, with κ > 0
indicating absorption and κ = 0 implying lossless
propagation.

2.2. System parameters

In the present calculations, the following materi-
als were used for the multilayer system: material A,
which is BK7 glass (n = 1.5168, κ = 9.7525×10−9),
and material B, which is fused silica (n = 1.45704,
κ = 0). The layer structure consists of 9 alternat-
ing layers in the form of {A,B,A,B,A,B,A,B,A}.
The system is quasi-one-dimensional due to an infi-
nite layer size in the X–Y directions, while the layer
thicknesses dA and dB were kept fixed at 50 nm and
15 nm, respectively. Then, the extinction coefficient
κ of layer B was systematically changed, and the
transmission characteristics were calculated.

The schematic illustration of the studied system
is presented in Fig. 1.

3. Results and discussion

Figure 2 presents the transmission for a set of
structures, where the κ extinction coefficient was
increased from κ = 0.0 to κ = 0.9 in 0.1 step size.
Note that the extinction coefficients of all layers de-
noted as B were changed together uniformly. Also,
the angle of incidence of the incoming electromag-
netic wave is set to 45◦ to the plane of the first
layer. In this case, there are two kinds of effects vis-
ible, namely a lowering in total transmission as κ
increased and a simultaneous flattening of the peak
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Fig. 3. Single layer 2 extinction coefficient change
from κ = 0.0 (top line) to κ = 0.9 (bottom line).

intensity. Obviously, because the extinction coeffi-
cient increases, the absorption of the electromag-
netic wave of each B layer also increases, therefore,
the last mentioned effect is the most expected be-
havior.

The aforementioned flattening of the transmit-
tance peaks is less intuitive, as, in general, the for-
mation of peaks and valleys is usually related to the
geometrical parameters of the layers and their topo-
logical ordering. However, since the appearance of
these local extremes is also associated with the phe-
nomenon of reduced impact of constructive interfer-
ence at the boundary of layers A and B, a strong
influence of this phenomenon is observed when in-
creasing the κ coefficient.

In order to investigate the effect of changing the
extinction coefficient in a single layer from a multi-
layer system, in this step, only layer number 2 (for
reference, please see Fig. 1) was modified, and the
results of this modification are shown in Fig. 3.

Please note that, as in Fig. 2, the extinction co-
efficient also changes from κ = 0.0 to κ = 0.9; this
time, however, the results differ. First, as in the
case of changing the extinction coefficient in each
layer B, a decrease in transmittance intensity is
also observed this time. It is worth noting, however,
that although the number of affected layers has de-
creased from 4 to just one layer, the total transmit-
tance drops roughly by half, which is unexpected.
Secondly, the positions of minima and maxima on
the wavelength axis are shifting. It is also worth
noting that although there is a flattening effect of
the transmittance maxima, this effect is much less
visible compared to the original change in the ex-
tinction coefficient for 4 layers simultaneously.

From the further analysis of Fig. 3, data on dis-
placements of local extremes were collected and are
presented in Fig. 4. As can be seen, not all local
transmission maxima shift towards increasing wave-
lengths (the first maxima after κ > 0.4 changes its
shift direction). The same applies to the minima
positions, where the first minimum also changes its
shift direction. This shows how complicated the na-

Fig. 4. The impact of increasing the coefficient κ
on the change in the location of local transmission
extremes.

Fig. 5. Red line presents transmission spectra of
the system with modified κ of layers 2 or 7; blue
line is the transmission where κ of layers 4 or 6 is
modified.

ture of the simple increase in wave absorption in
one layer is introduced, while giving the possibil-
ity of quite precise tuning of the position of these
extremes. In this study, the symmetry breaking of
the modified layer was also investigated. In the next
step, the number of layers in which the extinction
coefficient increased was modified so that it now ap-
plied to layers 1, 2, 3, or 4 (the fifth layer lies in the
middle, therefore it was not considered this time).
The results of this simulation are shown in Fig. 5.
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Through the analysis of Fig. 5, it can be seen
that modification of κ extinction coefficient results
in the same transmission when layers 2 or 7 are set
to the same value of κ. The same situation is when
considering the change in layers 4 or 6. Therefore,
the system maintains symmetry about the center
(layer no. 5), while the difference in transmittance
between the two curves is visible.

4. Conclusions

In this paper, a comprehensive investigation of
the influence of the extinction coefficient on elec-
tromagnetic wave transmission in thin superlattices
sheds light on the intricate relationship between
the optical extinction coefficient and the transmis-
sion properties of these multilayer systems. Through
meticulous computational analyses, we have un-
veiled several trends. Specifically, an increase in
the extinction coefficient yields a noticeable flatten-
ing of the electromagnetic wave transmission profile
across the superlattice structure. This phenomenon
is accompanied by a proportional reduction in the
overall transmittance of the system. Intriguingly, el-
evating the extinction coefficient, whether univer-
sally across all layers or within a single layer, in-
troduces intricate shifts in the positions of local
extreme transmission peaks. The nature of these
shifts, while complex, underscores the intricate in-
terplay between material properties and wave prop-
agation dynamics. Notably, even a singular augmen-
tation of the extinction coefficient of a solitary layer
results in a substantial reduction in total transmis-
sion, underscoring the sensitivity of the system to
such perturbations. Remarkably, the alteration of
the extinction coefficient in a single layer induces
modest shifts in the extreme peak positions, a char-
acteristic that offers fine-tuning capabilities. Addi-
tionally, it was established that symmetrical adjust-
ments to a single layer maintain the system’s sym-
metry about its center. These findings collectively
contribute to a deeper understanding of the interde-
pendence between extinction coefficients and wave
transmission within thin superlattices, paving the
way for informed design strategies in the realm of
advanced optical systems.

Acknowledgments

This research was supported in part by PLGrid
Infrastructure.

References

[1] M. Born, E. Wolf, A.B. Bhatia,
P.C. Clemmow, D. Gabor, A.R. Stokes,
A.M. Taylor, P.A. Wayman, W.L. Wilcock,
Principles of Optics: Electromagnetic The-
ory of Propagation, Interference and
Diffraction of Light, 7th ed., Cambridge
University Press, 1999.

[2] S. Garus, J. Garus, M. Szota, M. Nabiałek,
K. Gruszka, Arch. Mater. Sci. Eng. 64, 110
(2013).

[3] O.V. Penkov, I.A. Kopylets,
V.V. Kondratenko, M. Khadem, Mater.
Design 198, 109318 (2021).

[4] Z.-H. Tang, Z.-S. Jiang, T. Chen, D.-J. Lei,
J.-Q. Huang, F. Qiu, C.-Z. Jiang, M. Yao,
X.-Y. Huang, Phys. Lett. A382, 3090
(2018).

[5] H. Han, B. Xiang, Optik 212, 164691
(2020).

[6] L.C. Lohithakshan. P. Kannan, Mater. To-
day Proc. 66, 1671 (2022).

[7] M. Asif, A. Afaq, M. Amin, K. Raouf,
A. Majeed, M. Asif, Mater. Today Com-
mun. 37, 106966 (2023).

[8] Z. Huangfu, J. Wang, X. Cheng, S. Feng,
Y. Liang, C. Yuan, X. Zhu, Z. Wang,
H. Zhang, K. Yang, J. Alloys Compd. 961,
170998 (2023).

[9] T.G. Mackay, A. Lakhtakia, The Trans-
ferMatrix Method in Electromagnetics and
Optics, Springer International Publishing,
2020.

[10] M.C. Troparevsky, A.S. Sabau,
A.R. Lupini, Z. Zhang, Opt. Express
18, 24715 (2010).

359

http://dx.doi.org/10.1017/CBO9781139644181
http://dx.doi.org/10.1017/CBO9781139644181
http://dx.doi.org/10.1017/CBO9781139644181
www.scopus.com/record/display.uri?eid=2-s2.0-84897819544&origin=inward&txGid=857d647666b214b0021d5169aec906ff
www.scopus.com/record/display.uri?eid=2-s2.0-84897819544&origin=inward&txGid=857d647666b214b0021d5169aec906ff
http://dx.doi.org/10.1016/j.matdes.2020.109318
http://dx.doi.org/10.1016/j.matdes.2020.109318
http://dx.doi.org/10.1016/j.physleta.2018.07.040
http://dx.doi.org/10.1016/j.physleta.2018.07.040
http://dx.doi.org/10.1016/j.ijleo.2020.164691
http://dx.doi.org/10.1016/j.ijleo.2020.164691
http://dx.doi.org/10.1016/j.matpr.2022.05.261
http://dx.doi.org/10.1016/j.matpr.2022.05.261
http://dx.doi.org/10.1016/j.mtcomm.2023.106966
http://dx.doi.org/10.1016/j.mtcomm.2023.106966
http://dx.doi.org/10.1016/j.jallcom.2023.170998
http://dx.doi.org/10.1016/j.jallcom.2023.170998
http://dx.doi.org/10.1007/978-3-031-02022-3
http://dx.doi.org/10.1007/978-3-031-02022-3
http://dx.doi.org/10.1007/978-3-031-02022-3
http://dx.doi.org/10.1364/OE.18.024715
http://dx.doi.org/10.1364/OE.18.024715


ACTA PHYSICA POLONICA A No. 5 Vol. 144 (2023)

Proceedings of “Applications of Physics in Mechanical and Material Engineering” (APMME 2023)

Theoretical and Experimental Studies of Thermomagnetic
Properties of the LaFe11.0Co0.8Si1.2 Alloy

P. Gębara∗

Department of Physics, Czestochowa University of Technology, Armii Krajowej 19, 42-200
Częstochowa, Poland

Doi: 10.12693/APhysPolA.144.360 ∗e-mail: piotr.gebara@pcz.pl

In the present paper, the theoretical and experimental investigation of the thermomagnetic properties
of the LaFe11.0Co0.8Si1.2 alloys was conducted. The field dependences of magnetization in a wide range
of temperatures were collected. Based on the thermomagnetic Maxwell’s relation, the magnetic entropy
change ∆SM was calculated. Moreover, temperature dependences of magnetization in a wide range of
fields were simulated using the phenomenological model. The values of thermomagnetic properties, such
as magnetic entropy change and refrigeration capacity, were calculated.

topics: magnetic entropy change, relative cooling power (RCP), La(Fe,Si)13-type alloys

1. Introduction

Nowadays, the protection of the natural envi-
ronment and the reduction of energy consumption
are extremely important. A lot of energy is used
to lower temperature, i.e., in domestic refrigera-
tors or air-conditioning systems. Most of them are
based on compression/decompression of gases with
a maximum efficiency of about 45%. A more ef-
fective method of lowering a temperature is mag-
netic refrigeration based on the magnetocaloric ef-
fect (MCE). MCE is observed in all magnetic mate-
rials and is characterized as temperature changes in
magnetic material under an external magnetic field.
MCE is measured as an adiabatic change in tem-
perature ∆Tad and also as an isothermal magnetic
entropy change ∆SM [1]. A natural magnetocaloric
material is pure gadolinium with a Curie temper-
ature of ∼ 296 K and magnetic entropy change of
10 J/(kg K) [2, 3]. Since the discovery of giant mag-
netocaloric effect in the Gd5Si2Ge2 compound by
Pecharsky and Gschneidner [4] in 1997, an expo-
nential increase in the number of papers concerning
this topic has been noticed.

Another interesting group of magnetocaloric ma-
terials is pseudobinary La(Fe,Si)13-type alloys [5].
Their structure is based on a face-centered cubic
lattice with an Fm3c space group [6]. A subsequent
substitution of La by Ce [7], Pr, Ho [8], Dy [9], or
Fe by Co [10, 11], Ni [12], Mn [13, 14] causes modifi-
cations in Curie temperature and magnetic entropy
change.

The thermomagnetic characteristics of the
LaFe11.0Co0.8Si1.2 alloy were intensively studied
in [10, 11]. Due to its relatively good magnetocaloric

properties, it was chosen to check the validation of
the phenomenological model delivered in [15].

The aim of the present work was to simulate the
magnetic entropy change and refrigeration capac-
ity for the LaFe11.0Co0.8Si1.2 alloy using the phe-
nomenological model.

2. Experimental section

The ingot sample with nominal composition
LaFe11.0Co0.8Si1.2 was prepared by arc-melting of
the high purity (min. 3 N) constituent elements un-
der low pressure of protective gas Ar. The sample
was remelted several times in order to ensure its
homogeneity. Due to the evaporation of La during
the process, the 5 wt% addition was used in order
to compensate for the losses. Then, samples were
sealed-off in quartz tubes under low pressure of Ar
and annealed at 1323 K for 5 days. Phase structure
was studied by Bruker D8 ADVANCE diffractome-
ter with Cu Kα radiation and very fast semiconduc-
tor LynxEye detector. Thermomagnetic properties
were studied using the magnetic properties measur-
ing system MPMS XL 5 (Quantum Design) work-
ing in a wide range of temperatures and magnetic
fields. The magnetic entropy change was calculated
using magnetic isotherms and following Maxwell re-
lation [4]

∆SM (T,∆H) = µ0

H∫
0

dH

(
∂M(T,H)

∂T

)
H

, (1)

where µ0, H, M , and T mean magnetic permeabil-
ity of vacuum, strength of the magnetic field, mag-
netization, and temperature, respectively.
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The RCP values were calculated based on ∆SM
vs T curves using the following equation [16]

RCP = −∆SM max × δTFWHM, (2)
where RCP is relative cooling power, and δTFWHM

is the full width at half maximum of magnetic en-
tropy change peak.

3. Phenomenological model

M.A. Hamad, in the paper [15], proposed a
phenomenological model according to which the
temperature dependence of magnetization is given
by the following formula

M =

(
Mi+Mf

2

)
tanh

[
A
(
TC−T

)]
+BT + C,

(3)
where TC is the Curie temperature, Mi and Mf

are an initial and final value of magnetization
at ferromagnetic–paramagnetic transition. The
chosen points were marked in Fig. 1. Marked points
were used during modeling. Constants A,B,C are
described by equations

A =
2 (B − SC)

Mi −Mf
, (4)

B =
dM

dT
, (5)

C =

(
Mi−Mf

2

)
−BTC, (6)

SC =
dM

dT
at T = TC. (7)

Taking into account relations (1) and (3), the mag-
netic entropy change equation could be rewritten
as follows

∆SM=

[
−A (Mi−Mf )

2
sech2

(
A (TC−T )

)
+B

]
Hmax.

(8)
Analyzing the relation (8), it is clear to seen that
the value of magnetic entropy change rises with an
increase in magnetization sensitivity dM/dT at
the Curie point. Large magnetic entropy change
is related to the high magnetic moment and rapid
change in magnetization at TC. The maximum
value of magnetic entropy change is given by

∆SM =

[
−A

(
Mi−Mf

2

)
+B

]
Hmax. (9)

TABLE I

Experimental and theoretical magnetocaloric proper-
ties of the LaFe11.0Co0.8Si1.2 alloy under the change
in external magnetic field ∼ 5 T.

∆SM

[J/(kg K)]
δTFWHM

[K]
RCP

[J/kg]
Experimental 12.95 25 320
Theoretical 13.59 40.5 550

Fig. 1. Experimental and modeled temperature
dependence of magnetization evaluated for the
LaFe11.0Co0.8Si1.2 alloy (under the change in mag-
netic field ∼ 5 T).

Fig. 2. Experimental and theoretically predicted
magnetic entropy change for the LaFe11.0Co0.8Si1.2
alloy.

Taking into account potential practical application,
the RCP parameter is extremely important. In
order to determine this parameter, it is required to
calculate the full width at half maximum (FWHM)
of magnetic entropy change according to the
formula

δTFWHM =
2

A
cosh−1

(√
2A (Mi−Mf )

A (Mi−Mf ) + 2B

)
.

(10)
An estimation of RCP is possible using relations
(2), (9), and (10) in the following form

RCP =

(
Mi−Mf − 2

B

A

)
Hmax

× cosh−1

(√
2A (Mi −Mf )

A (Mi−Mf ) + 2B

)
. (11)
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From the above equations, it was possible to re-
veal magnetocaloric properties, such as magnetic
entropy change and relative cooling power, which
are collected in Table I.

It is clearly seen in Fig. 1 that the modeled
curve corresponds well with experimental depen-
dence. The temperature dependence of magnetic en-
tropy change revealed from experimental data and
calculated using the phenomenological model is de-
picted in Fig. 2. Significantly higher values deliv-
ered by theoretical modeling are clearly visible. The
differences are especially noticeable for the RCP
(∼ 70%) and full width at half maximum (∼ 60%
higher).

The phenomenological model proposed by
Hamad [15] delivers a simple way to predict magne-
tocaloric properties. Calculated values are reliable,
reasonable, and comparable with experimental
data.

4. Conclusions

The magnetocaloric properties of the
LaFe11.0Co0.8Si1.2 alloy were studied experi-
mentally and using the phenomenological model.
MCE was predicted indirectly by a calculation
of magnetic entropy change based on magnetic
isotherms. Prepared alloy manifests good proper-
ties and is an appropriate candidate for an active
element in a magnetic refrigerator. Application of
the phenomenological model to predict magnetiza-
tion, magnetic entropy change, and relative cooling
power delivered reliable and reasonable values of
these parameters. Calculated values correspond
well with experimental studies.
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The article presents numerical simulations of the flow and heat transfer for beds with an ordered and
shifted arrangement of elements. The numerical model applied is based on the unsteady equation of
heat conduction (3D) and the Navier–Stokes equations. A high-order compact method in combination
with the weighted essentially non-oscillatory scheme and predictor–corrector method is applied for the
spatio-temporal discretisation. The flows of air and heat in the bed are modelled using the immersed
boundary technique, which allows the use of Cartesian meshes for objects with very complex geometric
shapes. The influence of the shift of elements in the bed on the temperature and velocity field was
analysed. For two of the selected beds, the influence of arrangements of elements on the flow and heat
exchange was analysed, which can lead, for example, to an improvement in the heating properties and
to eliminating defects in the construction of reactor fillings.

topics: computational fluid dynamics (CFD) modelling, granular material, heat transfer

1. Introduction

Analysing the distribution of granulates in the
beds, it can be concluded that numerical simula-
tions of the flow in granular layers are carried out
for configurations with both deterministic and ran-
dom arrangements of elements. An example can
be work [1], where pressure drops in a fixed bed
of spheres in different arrangements are examined.
In [2], the authors analysed the flow in a catalytic
reactor with different types of arrangement of gran-
ular elements. In this case, a thorough understand-
ing of flow dynamics is important, especially regard-
ing the voids between bed elements. The aim of this
work is to analyse heat flows through packed beds of
granular materials using advanced numerical simu-
lations and investigate to what extent changed ar-
rangement elements can influence flow. The applied
numerical model provides the temperature distri-
butions and their variability over time inside the
solid objects and around them. It is based on the
unsteady equation of heat conduction (3D) and the
Navier–Stokes equations for modelling the fluid flow
between the layers made of solid objects. Complex
structures of the beds are modelled using the im-
mersed boundary technique (IB). The results of the
analyses show that the structure of the layer and the
size of the elements have a decisive influence on the
flow parameters (pressure drop, mixing intensity,
velocity). An innovative computational algorithm
was used, which combined the IB method with a

computational algorithm dedicated to the analysis
of flows with a low Mach number. The use of the IB
method allowed for simulations to be performed on
Cartesian grids, which eliminated the need to gener-
ate computational grids adjusted to solid surfaces.

2. Mathematical model

Variable density, variable temperature, and low
Mach number flows are described by the continuity
equation, the Navier–Stokes equations, and the en-
ergy equation defined as

∂tρ+∇ · (ρu) = 0, (1)

ρ
(
∂tu + (u · ∇)u

)
+∇p = ∇τ + f IB, (2)

ρCp

(
∂tT + (u · ∇)T

)
= ∇ · (κ∇T ) + f IBT , (3)

where ρ stands for the density, T — temperature,
p — hydrodynamic pressure, u — velocity vector,
Cp — heat capacity, and κ — heat conductivity.
The set of three equations is complemented with
the equation of state p0 = ρRT , where p0 denotes
the thermodynamic pressure, and R is the specific
gas constant. In open flows with inlet/outlet bound-
aries, p0 is constant in space and time [3], and in this
work, it is assumed to be 101325 Pa. The molecular
viscosity (µ) within the viscous stress tensor τ is
computed from the Sutherland law.
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2.1. IB-VP source term

The source terms f IB and f IBT originate from the
immersed boundary volume penalization approach
(IB-VP). Their role is to penalize a difference be-
tween the actual and assumed velocity and temper-
ature of the solid body. They act on a fluid in such
a way as if there were solid objects immersed in the
flow domain, and they are defined as

f IB = −ρ
η

Γ(x)
(
u− us), (4)

f IBT = −ρCp

η
Γ(x)

(
T − Ts

)
, (5)

where us and Ts are the velocity and temperature
of the solid body, the parameter η � 1 is the so-
called penalization parameter with a dimension of
time unit, and Γ — the phase indicator defined as

Γ (x) =

{
0, for x ∈ Ωf ,

1, for x ∈ Ωs,
(6)

where Ωf and Ωs are the regions of fluid and solid
part of the computational domain. For Γ(x) = 1,
discrete forms of (2) and (3) with the time step
∆t reduce to u∗ ≈ ∇(tus)/(η + ∆t) and T ∗ ≈
∇(tTs)/(η + ∆tn), which for η � ∆t leads to
u∗ ≈ us and T ∗ ≈ ∇(tTs) Thus, the forcing terms
enforce the no-slip boundary conditions and set the
required temperature of the solid objects. The sim-
plicity of the IB-VP method has, however, direct
consequences in lowering solution accuracy. Simi-
larly as in the classical IB method with a stepwise
approach (i.e., without the interpolation [4]), the
formal order of the IB-VP method is at most equal
to one [5].

2.2. Solution algorithm

The solution algorithm for (1)–(3) is formu-
lated in the framework of a projection method
for pressure–velocity coupling. The time integra-
tion is based on a predictor–corrector approach
(Adams–Bashforth/Adams–Moulton), and the spa-
tial discretisation is performed using 6th/5th or-
der compact difference and WENO (weighted es-
sentially non-oscillatory) schemes on half-staggered
meshes. The verification of the proposed model can
be found, e.g., in work [6]. The validation of the
method showed very good agreement of the results
with exemplary data.

3. Numerical results and discussion

The main configuration is placed in the compu-
tational domain (box 0.05 × 0.35 × 0.05 m3) and
consists of a layer of 10 × 10 × 10 hot spheres
with a temperature T = 400 K and diameter
D = 0.008 m (Fig. 1). The spheres are separated
by 0.0001 m. At the lower boundary, we assumed a
uniform velocity of 0.1959 m/s and a temperature of

(a)

(b)

(c)

(d)

(a)

(b)

Fig. 1. Computational domain with: ordered bed
— Config. 1 (a) and shifted bed — Config. 2 (b).

300 K (Re = UD/ν=100). The computations were
performed with the use of a Cartesian mesh consist-
ing of 137× 480× 137 nodes.

Additionally, we consider configuration, which
differs in distribution of the spheres. In the con-
figuration denoted as Config. 2, there are N =
10 × 10 × 10 spheres, in which alternate layers are
shifted towards the centres of the preceding layer.

Figure 2 shows contour plots showing tempera-
ture and velocity distributions in the central plane
of the beds. It can be observed that the flow is
clearly faster in the intergranular spaces for con-
figuration denoted as Config. 1. Where air hits the
spheres, the flow slows down. This creates recircula-
tion zones that lead to more heat transfer. The situ-
ation is different in the case of Config. 2 with shifted
spheres. In this case, no rapid increase in velocity
is observed because there is no empty space for an
undisturbed stream between the spheres. It turns
out that the accelerating fluid in the intergranu-
lar space of one layer is inhibited by the spheres
of the next layer. However, as a result, the mixing
process is very intense, which favours rapid heat
transfer. This can also be seen in Fig. 3, where the
distributions of vectors for both configurations are
presented. As the fluid gets hotter, its density de-
creases, and the forced fulfilment of the law of con-
servation of mass causes its velocity to increase. It
can be seen that in the case of shifted layers, the
velocity at the ends of the layers is much higher
compared to their initial values. Nevertheless, the
locally highest velocity values were recorded for
the ordered configuration, where the medium could
move with little disturbance.
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(a) (b)

(c) (d)

Fig. 2. (a, b) Velocity and (c, d) temperature dis-
tribution on the planes from the middle part of the
bed: Config. 1 on the left and Config. 2 on the right,
along y direction.

(a)                                               (b)                                             (c)

Fig. 3. Vector distribution around ordered (a) and
shifted (b, c) bed spheres.

Figure 4 shows the velocity, temperature, pres-
sure and vorticity profiles along the bed height (y di-
rection). The values presented in the graphs have
been averaged in the x–z planes and normalized by
the input values. In both cases, there is a rapid rise
in temperature. However, already in the first part
of the bed, differences in temperature values can
be seen, which persist until the end of the domain.

(a)

(b)

(c)

(d)

Fig. 4. (a) Spatially averaged velocity, (b) temper-
ature, (c) pressure, and (d) vorticity profiles along
the computational domain.

In the initial section of the layers, the fluid heats
up with varying intensity, which is manifested by
the wavy shape of the profiles. Significant differ-
ences can also be observed in the velocity profiles.
The vorticity profiles show a very non-uniform flow
field. In both cases, the vorticity between the in-
dividual layers changes rapidly and reaches signifi-
cantly higher values in the “shifted” bed (Config. 2).
Hence, it can be concluded that higher vorticity val-
ues mean areas with increased mixing intensity, and
therefore the heat exchange taking place in such
configurations is the most effective.

4. Conclusions

The paper presented numerical studies on the
heat and flow transfer in the layers of spheres for
ordered arrangement and shifted distributions. An
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advanced numerical method based on high-order
discretisation combined with the immersed bound-
ary (IB) method was applied. The applied model
allowed for deep analysis of the flow and temper-
ature distributions between the spheres and above
the layers. It was shown that it characterises a very
complex structure and that the configuration of the
layer significantly affects the effectiveness of the
mixing and heat transfer. It was found that even
a small interference in the arrangement of the bed
elements (shift) can result in an improvement in the
heating properties.
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The present study is dedicated to the issue of the operation of flat plate solar collectors with different
tube cross-sections and different absorbers. Here, the flow of the working medium is analyzed in order to
assess the influence of the type of tube cross-section and the type of absorber on the thermal parameters
of the installation. Numerical tests were carried out on full-scale simulations with the use of Ansys
Fluent software. The analysis showed that the efficiency of the system can be significantly improved by
installing an appropriate absorber system. The results also show that changing the thickness and type
of material the absorber is made of has a large impact on the efficiency of the collector. In this paper,
to describe the phenomenon in question and to verify the obtained data, a mathematical model based
on fractional order differential calculus is proposed. After comparing the flow of the working medium
through collectors with different tube cross-sections with different types of absorbers, it was shown that
the best results were obtained for a collector with a circular cross-section of tubes and an absorber
made of copper with a thickness of 0.5 mm.

topics: flat plate solar collector, thermal efficiency, computational fluid dynamics, fractional calculus

1. Introduction

The most popular and most frequently tested and
modernized type of solar collectors are flat plate col-
lectors. There are many studies in the literature de-
voted to investigating the influence of the shape of
the pipe on the operation of a flat plate collector.
The use of triangular pipes allowed to increase the
temperature of the water at the outlet. Authors of
[1] compared round and elliptical pipes and found
that the round pipe provides the maximum tem-
perature of the water at the outlet with the same
heat flux and inlet temperature. Numerical meth-
ods based on CFD (computational fluid dynamics)
models are used to analyze phenomena occurring
in solar collectors. Tests are generally performed
using commercial Ansys Fluent software. The pa-
per attempts to verify numerical data with a model
based on fractional differential calculus. The grow-
ing interest in this method in various fields of en-
gineering and science is mainly due to the possi-
bility of obtaining accurate mathematical models
of real objects, with particular emphasis on mod-
els with memory properties. Karayer et al. [2] in-
troduced the fractional method for some aspects of
quantum mechanics. Jena et al. [3] showed that the
damping characteristics when solving the damped
beam equation are well defined by the fractional
derivative and solved the model of the large mem-
brane vibration equation using Caputo derivatives.

This description does not go into structure, but
assumes a degree of heterogeneity. Using an ordi-
nary differential equation containing a combination
of left-hand and right-hand derivatives of fractional
order, we obtain a model without penetration of the
structure and without such a number of coefficients.
Equations of this type are obtained by modifying
the principle of least action and applying the prin-
ciple of fractional integration by parts. The results
obtained on the basis of the proposed model were
used to verify the calculations carried out using the
Ansys Fluent program. Based on the obtained re-
sults, it can be concluded that changes in these pa-
rameters significantly affect the thermal efficiency
of the systems.

2. Fractional model

2.1. Fractional differential equations

Due to the complex character of the heat and
mass flow processes, it becomes necessary for such
processes to use the appropriate mathematical mod-
els describing the individual processes taking place
in the course of the flow working medium. This
paper used an ordinary differential equation con-
taining a composition of left- and right-sided frac-
tional order derivatives considered within a limited
area [4].
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We consider an ordinary fractional differential
equation with the composition of left and right Ca-
puto derivatives of order α ∈ (0, 1) in the following
form

CDα
a+

CDα
b−T (x)− λT (x) = 0, x ∈ [a, b],

(1)
where the fractional derivatives have following
forms [5]

CDα
a+T (x) =

1

Γ(1− α)

x∫
a

dτ
T

′
(τ)

(x− τ)
α , (2)

CDα
b−T (x) = − 1

Γ(1− α)

b∫
x

dτ
T

′
(τ)

(τ − x)
α . (3)

Now, (1) is supplemented by the following boundary
conditions T (a) = Ta, T (b) = Tb.

2.2. Numerical solution

The form of the analytical solution of the consid-
ered equation is complicated and cannot be applied
to the model. Therefore, the equation is discretized.
We introduce homogenous grid a = x0 < x1 <
. . . < xi < xi+1 < . . . < xn = b, where xi = i∆x
and ∆x = (b− a) /n. Then we write (1) with the
boundary conditions consistent with [5] in the dis-
crete form

Ta = Ta, T = Tb,

n∑
k=i

[
v(n−i, n−k)

k∑
j=0

v(k, j)Tj

]
+ λTi = 0,

(4)
for i = 1, . . . , n−1; where Ti is a value of the func-
tion T at the node xi and coefficients v are given
by the formula

v (i, j) =
(∆x)

α

Γ (2− α)
×

−i1−α + (i− 1)
1−α

, for j = 0;

(i−j+1)
1−α − 2 (i−j)1−α + (i−j−1)

1−α
,

for j = 1, . . . , i− 1;

1, for j = 1.

(5)

3. Numerical results and discussion

In addition, it was checked how the proposed cal-
culation method translates into the accuracy of the
results obtained for flow problems, taking into ac-
count heat transfer. The test case was selected to
reflect the flow phenomena occurring in the pipe
in the solar collector, i.e., recirculation zones, stag-
nation points, and interactions between vortices
formed around pipe bends. The simplicity of the
selected configurations allowed for the preparation

Fig. 1. Comparison of the results obtained using
the Ansys Fluent with the literature data [6].

of body-fit meshes that were needed for the calcula-
tions performed using the Ansys Fluent code. The
calculations performed in the Ansys Fluent pro-
gram were conducted using the second-order dis-
cretization method on tetrahedral meshes fitted to
the body, accurately reflecting the shapes of the ob-
jects. The results obtained from the Ansys Fluent
code with the proposed calculation method and the
literature numerical results [6] practically overlap
(see Fig. 1), which means that their accuracy is very
good.

3.1. Influence of tube flattening on the thermal
efficiency of collectors

In order to investigate the influence of the tub
cross-section shape on heat transfer in flat plate
solar collectors, three models with different tube
shapes were designed. All configurations were sim-
ulated under constant Reynolds number, inlet fluid
temperature, and solar radiation.

Figure 2 shows the changes in water tempera-
ture along the tube. The collector with a circular
cross-section tube had the best performance as it
exhibited the lowest velocities, which reduced pres-
sure drop and improved ambient heat transfer to
the fluid.

3.2. Comparison of the results of the numerical
model and the mathematical model

In this part, a comparison of the proposed model
with the results of numerical calculations using the
Ansys Fluent program is presented. As shown in
Fig. 3, for the circular cross-section of the tube, the
results based on the mathematical model differ only
slightly from the results of the numerical simulation.
We can see that most of the deviations were at a
similar level.
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Fig. 2. Temperature profiles in the three tubes un-
der consideration.

Depending on the measuring point, the results are
overestimated and underestimated in relation to the
numerical data. These fluctuations did not occur
regularly, and therefore, their origin could not be
identified. Generally, when comparing the numeri-
cal data with the results of the fractional model, it
can be noticed that the differences are small. The
method proposed in the paper allows for the mod-
eling of actual temperature changes inside the col-
lector tube and for the analysis of the temperature
distribution inside the tubes.

3.3. Thermal efficiency

The further part of the work focuses on the
calculations of the efficiency of collectors with se-
lected pipe cross-sections. The round tube collector
(Type I) has proven to be the most efficient col-
lector type. In fact, the efficiency of the collector
is reduced by the greater flattening of the cross-
section. This is because convective heat transfer is
very low for non-circular ducts. The round tube col-
lector is 6.5% and 13% more efficient than Type II
and Type III elliptical collectors, respectively. For
further research, the collector with the best effi-
ciency (Type I) was selected, and it was

analyzed whether and what impact the thick-
ness of the absorber and the material it is made
of have on the thermal efficiency. The efficiency of
the collector increases with the thickness of the ab-
sorber, e.g., when the thickness is increased from 0.1
to 0.6 mm, the efficiency increases by up to 15%,
which results from the greater resistance with a
greater thickness of the absorber and, thus, lower

Fig. 3. Comparison of the numerical solution of
Ansys Fluent with numerical solution of (1).

Fig. 4. Collector efficiency of various absorber ma-
terials.

heat transfer. One of the most important compo-
nents of a solar collector is the absorber plate, which
absorbs the sun’s energy and transfers the heat to
the pipes and fluid. Absorber plates made of copper,
aluminum, and steel with different thermal proper-
ties were compared, and the results are presented
in Fig. 4. The efficiency of the copper absorber
is 3.4% and 35% higher than that of the aluminum
absorber and the steel one, respectively.

4. Conclusions

A three-dimensional numerical simulation was
carried out to investigate the efficiency of the flat
plate solar collector. Commercial Ansys Fluent soft-
ware was used to numerically solve the equations of
fluid flow and heat transfer. The results showed that
the collector with circular ascension tubes is more
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efficient than the collectors with the elliptical cross-
section of the tubes. It was shown that Type I sec-
tion collector had the best efficiency, where the fluid
reached temperatures higher up to 324.8 K at the
exit of the tube and achieved an efficiency of 62%,
higher than Type II and Type III, which showed
an efficiency of 58 and 55%, respectively. Moreover,
the thermal efficiency of the collectors significantly
changed with the change of the absorber material
(the best efficiency for copper and aluminum). The
thickness of the absorber also had a great influ-
ence, having a significant effect up to a thickness
of 0.6 mm. The obtained results of the temper-
ature distribution for the selected case (Type I)
correspond to those estimated by the mathemati-
cal model. In the obtained distributions, as com-
pared to (1), the differences in temperature values
were consistent with the results estimated with the
mathematical model. The use of fractional differ-
ential equations as a mathematical description of
a complex system has the advantage that it does
not require detailed information about the analyzed
system. The results presented in the paper show
that the proposed model describes the temperature
profiles well.
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Nowadays calorimetric analysis is a widely used method to study phase transformations occurring in the
liquid or solid state in metals and alloys. Information on enthalpy, kinetics and transition characteristics
can be obtained with the appropriate configuration of analytical apparatus and establishment of test
procedures. In this work, an analysis of the transitions taking place in the grain-modified dual phase
α(Mg)+ β(Li) Mg–9Li–1.5Al alloy was carried out on the samples taken from casts. The latent heat of
the analysed alloys was captured using the UMSA device. The solidification process has been analysed
using cooling curve analysis. The latent heat at a natural cooling rate 0.5◦C/s was calculated based on
the first derivative of the cooling curve. The released latent heat during crystallisation was estimated by
applying the Newtonian technique of baseline. The results confirmed that calorimetric analysis can be
successfully applied to study phase transitions in this type of magnesium alloy. The work uses thermal
derivative analysis to present the possibility of specifying the latent heat of modified ultralight Mg–Li
cast alloys.

topics: latent heat, thermal derivative analysis (TDA), grain modification, Mg–Li alloy

1. Introduction

Thermal analysis (TA) of magnesium alloys is a
field of materials science that focuses on studying
the thermal behavior and properties of magnesium-
based materials. It focuses on the application of
various techniques to analyze how magnesium al-
loys respond to changes in temperature, including
their phase transformations, thermal stability, and
thermal expansion characteristics. Thermal analysis
techniques commonly used for studying magnesium
alloys include [1–7]:

• Differential scanning calorimetry (DSC)
DSC measures the heat flow into or out of a
sample as a function of temperature. It can
detect phase transitions such as melting, so-
lidification, and precipitation reactions, pro-
viding information about the alloy’s thermal
behavior and energy changes.

• Thermogravimetric analysis (TGA)
TGA measures the change of sample weight
as a function of temperature. It can be used
to study processes like oxidation, desorption
of gases, and decomposition reactions in mag-
nesium alloys.

• Differential thermal analysis (DTA)
DTA measures the temperature difference be-
tween a sample and a reference material as
they are subjected to a controlled temperature
program. It can identify phase transitions,
crystallization and other thermal events.

• Thermo-mechanical analysis (TMA)
TMA measures the dimensional changes of a
sample as a function of temperature. It pro-
vides information about the coefficient of ther-
mal expansion (CTE) and thermal deforma-
tion behavior of magnesium alloys.

By examining the derivative of a property,
thermal derivative analysis (TDA) provides in-
formation about thermal events occurring in a
material, such as phase transitions, crystalliza-
tion, decomposition, and other thermal effects. It
can help identify characteristic temperatures as-
sociated with these events, including onset tem-
peratures, peak temperatures, and completion
temperatures [8–15].

This data is useful for understanding the char-
acteristics and behavior of materials in various
fields, including materials science, chemistry, and
engineering. TDA is commonly employed in re-
search, quality control and product development
processes [16, 17].

These thermal analysis techniques allow re-
searchers to characterize the thermal properties of
magnesium alloys, understand their phase transfor-
mations, evaluate their thermal stability, and opti-
mize their processing conditions. This information
is crucial for designing and engineering magnesium
alloys for various applications, including automo-
tive, aerospace and consumer electronics, where
thermal performance and reliability are important
factors [18, 19].
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TABLE IChemical composition [wt%] of analysed alloys.

Alloy Li Al Si B Ti Sr
Mg–9Li–1.5Al 8.99 1.72 – – – –
Mg–9Li–1.5Al + 0.2TiB 8.93 2.1 0.031 0.0012 0.0067 –
Mg–9Li–1.5Al + 0.2Sr 8.37 1.83 0.065 – – 0.026
Mg–9Li–1.5Al + 0.2TiB + 0.2Sr 8.72 1.78 0.051 0.0020 0.011 0.025

2. Research methodology

In the preparation of Mg–Li alloys, the following
steps were taken:

1. selecting high-purity magnesium (Mg) and
lithium (Li) metals with minimal impurities
to ensure the desired alloy properties,

2. melting at 720◦C in a furnace capable of with-
standing the high temperatures required to
melt magnesium,

3. preheating the crucible to minimize oxidation,
4. adding measured quantities of Mg and Li into

the crucible and heating up till the metals
melt,

5. stirring the molten mixture to ensure proper
mixing and homogenization,

6. pouring the molten alloy into suitable molds.

The analysis of the chemical composition of the al-
loy was performed using ICP-OES Optima 5300 V,
made by PerkinElmer. The chemical composition of
the analysed composites is presented in Table I.

A test sample had dimensions of 18 mm (diam-
eter) and 20 mm (height). The K-type thermocou-
ple was placed at the center of the sample height
and linked to the personal computer with high-
speed National Instrument data acquisition system
(UMSA) [18–20].

The cooling conditions were kept constant during
experiments, i.e., melting temperature 700◦C, argon
atmosphere, holding time 90 s, cooling rate 0.5◦C/s.
Every TA trial was repeated three times. To in-
crease the precision of the data without distorting
the signal tendency, the achieved cooling curve was
smoothed by a Savitzky–Golay digital filter.

The latent heat of crystallization of the alloys
was determined from the equation [21–23]

Q = mcp

tsol∫
tN

dt

[
dT

dt
−
(
dT

dt

)
c

]
. (1)

3. Results

In the presented work, thermal-derivative analy-
sis was applied to register cooling curves and cal-
culate their corresponding first derivatives of the
investigated Mg–Li alloys.

TABLE II

Thermal characteristics of the analysed alloys.

Heat capacity Liquid state Solid state
cpl [J/(g ◦C)] 1.498 1.248

Analysed alloy

M
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2S
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M
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1.
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0.
2T

iB
+
0.
2S

r

Latent heat of
sample, Q [J]

860 1082 1477 1247

Latent heat
per gram [J/g]

157.5 161 171 159.6

The literature shows that the thermal and ther-
modynamic data are unavailable for the ultra-light
Mg–Li grain modified alloys. Moreover, the pre-
sented paper analysed the influence of grain modi-
fiers on the latent heat released during the crystalli-
sation process of the α(Mg) + β(Li) Mg–9Li–1.5Al
alloy.

Figure 1 presents the thermal-derivative curves
of the grain-modified Mg–9Li–1.5Al alloy with the
corresponding crystallisation curves and baselines
on which characteristic points can be identified.
Those characteristic peaks reflect the observed
phase changes corresponding to the transformation
of liquid metal during crystallisation.

Peak TL (see Fig. 1b, c and b) is related to the
initial time of the nucleation process and the growth
of the α(Mg) + β(Li) phase, which lasts up to tem-
perature Ts, where crystallization of the melt ends
and the solid phase volume reaches 100%. Between
the liquidus and solidus temperatures, a slightly vis-
ible peak Tη can be noted. This event represents
the formation of the η phase, which is related to
the precipitation of the lithium–aluminium phase
(LiAl) [23].

It can be seen that the shape of the cooling curves
strongly depends on the grain modifiers used in the
investigated magnesium–lithium alloys.
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Fig. 1. Thermal analysis of (a) Mg–9Li–1.5Al, (b) Mg–9Li–1.5Al + 0.2TiB, (c) Mg–9Li–1.5Al + 0.2Sr, (d)
Mg–9Li–1.5Al + 0.2TiB + 0.2Sr.

The thermal analysis presents that the addition
of 0.2 wt% TiB and Sr affects the beginning of the
nucleation of α(Mg)+β(Li) from 596 to 579◦C and
the duration of the crystallisation process from 47
to 59◦C of the investigated alloys.

Strontium significantly influences the shape of
crystallisation curves. The addition of Sr decreases
the nucleation and the solidus temperature from 596
to 587◦C and 549 to 536◦C, respectively.

The analysis of the obtained results indicates that
adding modifiers in the form of TiB or Sr is re-
sponsible for the additional exothermic peak Tη
generated by the nucleation and crystallization of
the intermetallic phase η(LiAl). Nucleation of the
intermetallic phase η(LiAl) occurs at 552◦C, 559◦C,
and 546◦C for Mg-9Li–1.5Al + 0.2TiB, Mg–9Li–
1.5Al + 0.2Sr, and Mg–9Li–1.5Al + 0.2TiB + 0.2Sr
alloys, respectively. In the case of nucleation of the
η(LiAl) phase, the addition of TiB has the most
significant influence.

The calculated latent heat of the investigated
grain-modified Mg–9Li–1.5Al alloy has been pre-
sented in Table II. The study revealed that the alloy
with the addition of Sr has a higher latent heat, and
the TiB content has some impact on the amount of
released latent heat, but is not as significant as Sr.

The highest latent heat was generated by the al-
loy Mg–9Li–1.5Al modified with Sr and was equal
to 171 J/g. The addition of TiB causes an in-
crease in the total enthalpy to 161 from 157 J/g.

The addition of the modifiers TiB and Sr also causes
an increase in the total heat of enthalpy to approx-
imately 159 J/g.

The presented results show that the thermal
derivative analysis carried out by the UMSA de-
vice can be an extremely helpful tool for calculat-
ing thermal and thermodynamic data of ultra light
Mg–Li grain-modified alloys. Appropriate numeri-
cal calculations based on the obtained test results
can be successfully used in the application of artifi-
cial neural networks to determine individual param-
eters of the crystallisation process on the course, as
well as the proportion of the solid fraction and the
volume of the generated latent heat. The results in-
dicate that the use of the UMSA device can decrease
the costs of research concerning the crystallisation
of metal alloys by eliminating the necessity to use
specialised and expensive testing apparatus.

4. Conclusions

The thermal derivative analysis of the grain-
modified Mg–9Li–1.5Al alloy with TiB and Sr and
the thermal behavior was investigated.

The following conclusions can be drawn:
• TiB and Sr control the solid fraction and
temperature of the nucleation of the η(LiAl)
phases and the influence the amount of latent
heat released.
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• Additions of grain modifiers cause changes in
the crystallization process, i.e., the beginning
of nucleation and the solidus temperatures.

• Application of Sr as a modifier leads to
significant increase of the generated latent
heat ≈ 10%.
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Depending on their other constituent elements, Fe-based amorphous materials can exhibit good soft
magnetic properties. By determining the directional coefficient b for the relationship of µ0M(µ0H)1/2

according to the best linear fit, it is possible to determine the parameter of spin wave stiffness Dspf .
This parameter, amongst others, is related to the distribution of magnetic atoms around the central
atom, which is reflected in the value of saturation magnetisation. This work has examined the structure
of specially prepared alloy samples and analysed the influence of the spin wave stiffness parameter on
the value of saturation magnetisation. Three alloys with different constitutions, based on the Fe matrix,
were analysed.

topics: amorphous alloys, primary magnetisation curve, saturation magnetisation, spin wave stiffness
parameter

1. Introduction

Modern electronic and electrical components re-
quire increasingly improved materials that meet rel-
evant requirements. A particular example is the
magnetic cores used in all smartphones, tablets,
computers and many other modern devices. The
most suitable magnetic materials for this type of
application are materials with soft magnetic prop-
erties [1–3], i.e., low remagnetisation losses, high
magnetic permeability, and relatively high values
of Curie temperature and saturation magnetisation.
Limiting the losses per remagnetisation cycle helps
to increase the efficiency of electrical devices, con-
currently reducing the temperature and noise emis-
sion associated with their operation [4, 5].

In amorphous soft magnetic materials, the phe-
nomenon of magnetostriction is significantly re-
duced, with some alloys containing cobalt reach-
ing magnetostriction values close to zero (near-zero
magnetostriction) [6, 7]. This phenomenon is widely
known and manifests itself in a change in one or
more dimensions of the material with changes in
the direction of magnetisation. For decades, work
has been carried out to reduce the phenomenon of
magnetostriction in materials commercially used in
the electrical energy and electronic industries. The
Curie temperature is a very important parameter
for characterising the operation of soft magnetic
materials. This temperature sets a certain limit, de-
termining the point of change of magnetic structure
from ferromagnetic to paramagnetic [8]. This means
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that above the Curie temperature, ferromagnetic
properties are lost. Another important parameter
for describing soft magnetic materials is saturation
magnetisation; it determines the state of magnetic
saturation, i.e., it describes the state at which an in-
crease in the strength of an external magnetic field
does not cause any further increase in the magneti-
sation of the material. In the case of the tested al-
loys, a state close to the saturation state is achieved
in relatively low magnetic fields of about 1 T. Above
that value, in strong magnetic fields, the magnetisa-
tion process and increase in magnetisation value are
no longer associated with the presence of structural
defects, and the main factor affecting the changes in
magnetisation is that of spin waves. These waves are
collectively induced spin systems. Systems of inter-
acting spins are described in Heisenberg’s model [9].

Using the relationship of µ0M(µ0H)1/2, it is pos-
sible to determine the Dspf spin wave stiffness pa-
rameter associated with parameter b, which is de-
scribed by the following formula [10]

b = 3.54gµ0µB

(
1

4πDspf

)3/2

kBT (gµB)
1/2, (1)

where:

µ0 — magnetic permeability of a vacuum,

H — magnetic field,

kB — Boltzmann’s constant,

µB — Bohr magneton,

g — gyromagnetic factor,

T — temperature.

This parameter is related to the number of near-
est magnetic neighbours. The value of this param-
eter is directly related to the value of saturation
magnetisation.

The aim of this research was to study the struc-
ture and to determine the parameter of spin wave
stiffness for samples of the bulk amorphous alloy
family — Fe65Nb5Hf5−xY5+xB20 (where x = 0, 1,
or 2). The tested samples were soft magnetic fer-
romagnets in the form of a plate with a thickness
of 0.5 mm.

2. Materials and methods

The samples prepared for this research were made
in two stages. The first stage consisted of weighing
and melting the alloy component elements to obtain
crystalline ingots. All the alloy components used at
this stage were of high purity: Fe — 99.99 at.%, Nb
— 99.99 at.%, Hf — 99.99 at.%, Y — 99.95 at.%,
B — 99.9 at.%. The ingredients were melted on a
copper water-cooled plate under a protective gas at-
mosphere. The polycrystalline ingots were remelted
four times on each side to improve their homogene-
ity. Each melt was preceded by the melting of pure
titanium, which was used as an absorbent of the

Fig. 1. X-ray diffraction patterns for the
plate-form samples of the investigated alloys:
Fe65Nb5Hf5Y5B20 (curve 1), Fe65Nb5Hf4Y6B20

(curve 2), Fe65Nb5Hf3Y7B20 (curve 3).

remaining oxygen in the chamber. The prepared al-
loy ingots were divided into smaller pieces, which
were used to make rapidly cooled samples. The sam-
ples were produced in the form of plates with a
thickness of 0.5 mm and an area of 100 mm2 us-
ing an injection-casting method — the liquid al-
loy was forced, under argon pressure, into a copper
water-cooled mould. The structure of the resulting
samples was evaluated by means of a Bruker AD-
VANCE D8 X-ray diffractometer equipped with a
cobalt lamp. The samples were tested over the range
of 2θ angle from 30 to 100◦, with an exposure time
per measuring step of 5 s at a resolution of 0.02◦.
The magnetic properties of the samples were in-
vestigated using a Lakeshore 7307 vibrating sample
magnetometer. Measurements of the primary mag-
netisation curves were carried out within the range
of magnetic field strength of up to 2 T.

3. Results

Figure 1 shows the X-ray diffraction images mea-
sured for the tested alloys.

In the measured diffractograms, wide, fuzzy max-
ima (amorphous halos) are visible in the range of
40–55◦ of 2θ angle. These maxima are related to
X-rays scattered on atoms randomly distributed in
the volume of the alloy.

Figure 2 shows static magnetic hysteresis loops
measured for the investigated alloys.

The measured loops for alloys with an yttrium
content of 6 at.% and 7 at.% are similar to each
other. The curve for Fe65Nb5Hf5Y5B20 is char-
acterised by a different trajectory — the alloy
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Fig. 2. Static magnetic hysteresis loops for the
investigated alloys: Fe65Nb5Hf5Y5B20 (curve 1),
Fe65Nb5Hf4Y6B20 (curve 2), Fe65Nb5Hf3Y7B20

(curve 3).

TABLE I

Magnetic properties of the investigated alloys.

Alloy
MS

[T]
HC

[A/m]
HH−P

[T]
Dspf

[meV nm2]
Fe65Nb5Hf5Y5B20 0.58 189 0.43 27
Fe65Nb5Hf4Y6B20 0.47 129 0.31 32
Fe65Nb5Hf3Y7B20 0.47 42 0.13 38

reaches a much higher saturation magnetisation
value. Figure 3 shows the magnetisation curves as
a function of (µ0H)1/2.

A linear fit was made to the trajectory of the
magnetisation as a function (µ0H)1/2. The param-
eter b and the magnitude of the external mag-
netic field, at which the magnetisation process of
the alloy is associated with the so-called Holstein–
Primakoff paraprocess (attenuation of thermally
induced spin waves), were determined. Magnetic
properties, based on the static magnetic hysteresis
loops and magnetisation as a function of (µ0H)1/2,
are shown in Table I.

Despite minor differences in the chemical compo-
sition of the alloys, their magnetic properties differ
significantly. The addition of the Y element, at the
expense of the Hf element, causes a significant de-
crease in the value of the coercivity field and the
field at which the Holstein–Primakoff paraprocess
begins. The alloy sample with 7 at.% of Y element
exhibits a much easier magnetisation process. More-
over, it is worth noting that the value of the Dspf

parameter increases with increasing addition of the
Y element. As previously mentioned, this parameter
is closely related to the number of nearest magnetic
neighbours (Fe atoms) and thus to magnetisation.
The increase in the value of the Dspf parameter
is associated with changing distance between the
Fe atoms. Given the simultaneous decrease in the
value of saturation magnetisation, it can be con-

Fig. 3. Magnetisation as a function of (µ0H)1/2

for the investigated alloys: (a) Fe65Nb5Hf5Y5B20,
(b) Fe65Nb5Hf4Y6B20, (c) Fe65Nb5Hf3Y7B20.

cluded that there is a local anti-ferromagnetic order
in the tested samples. In some areas of the alloys,
the Fe atoms are close enough to each other that
they force anti-ferromagnetic spin alignment, which
results in a decrease in the value of saturation mag-
netisation.

4. Conclusions

This paper presents the results of research into
the influence of Y and Hf element content on the
structure and properties of bulk rapidly cooled al-
loys based on the Fe matrix. All the studied alloys
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are characterised by an amorphous structure. Stud-
ies of the magnetic properties have shown that these
alloys exhibit soft magnetic properties. It has been
shown that the addition of the Y element at the ex-
pense of the Hf element affects the distribution of
Fe atoms in the volume of the alloy — the distances
between these atoms change. Therefore, there is an
increase in the value of the Dspf parameter with
a simultaneous decrease in the value of saturation
magnetisation. This suggests the presence of local
anti-ferromagnetic order in the volume of the alloys.
Importantly, the existence of this magnetic order
has no effect on the drastic increase in the value of
the coercive field.
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This paper reports on the characterization of Sn- and Al-doped zinc oxide thin film for potential
ammonia gas detection. The sol–gel method has been used to deposit the dopant onto the glass substrate
at an annealing temperature of 500◦C for three different doping concentrations, which are 0.5, 1.0, and
1.5 at.%. The method used to produce this thin film is sol–gel, as it is cheap, easy, and can be employed
at low temperatures. The studies involve the investigation of the morphological structures and electrical
and optical properties of doped ZnO. In terms of structural properties, scanning electron microscope
images of Sn- and Al-doped ZnO change as the dopant concentration is increased. The doped thin film
response and recovery towards 200 ppm of ammonia were observed and recorded. Both dopants show
good gas sensing response. The recorded resistance reading suggests that Al is the superior dopant in
gas sensing as it produces a low resistance reading of 230 Ω as opposed to 140 kΩ produced by Sn-doped
ZnO thin film.

topics: gas sensor, semiconductor, ammonia, doped ZnO thin films

1. Introduction

Ammonia (NH3) is a colorless, smelly nitrogen
and hydrogen gas found in agriculture, household,
and commercial cleaning products [1]. Ammonia
is an irritant and corrosive substance. The nose,
throat, and respiratory system will be swiftly burnt
if exposed to high levels of ammonia in the air. Low
amounts of ammonia in the air or solution might
cause immediate skin or eye discomfort [2].

Metal oxide semiconducting (MOS) gas sensors
are inexpensive and have a high level of vapor de-
tection accuracy. They are good candidates for com-
mercial gas detectors because of their simplicity of
manufacture, high ruggedness, and simple interface

electronics. Zinc oxide (ZnO) was chosen as one of
the favorite metal oxide semiconductor elements be-
cause it has a large band gap of 3.37 eV, which al-
lows it to be modified by adding dopants to boost
electron mobility and lower the band gap of thin
films [3]. ZnO gas sensors typically operate at high
temperatures ranging from 300 to 500◦C. To ad-
dress this issue, ZnO gas sensor preparation tech-
niques and doping can assist in lowering operating
temperature while also enhancing material stability,
sensitivity, and selectivity. The electronic character-
istics of ZnO solids may be tweaked using a variety
of dopants, most commonly group 13 elements, in-
cluding aluminum (Al), tin (Sn), gallium (Ga), and
indium (In).
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Fig. 1. Ammonia measurement setup with (a) closed chamber, (b) temperature controller, (c) LCR meter,
and (d) inside view of closed chamber, where the sensor is placed on the hot plate, and the probe to connect
it to LCR meter for resistance recording.

Some of the technologies that have been in-
troduced for ZnO gas sensor preparation in-
clude sputtering, thermal evaporation, radio fre-
quency (RF) sputtering using a magnetron, reac-
tive sputtering with a direct current magnetron, co-
electrodeposition, the sol–gel technique, and ther-
mal decomposition. The sol–gel process provides the
most flexibility in terms of creating vast areas of
zinc oxide (ZnO) coating for technological applica-
tions [4]. One of the elements that has been doped
with ZnO is tin (Sn). Tin is one of the elements that
can help improve the structural and electrical char-
acteristics of ZnO. This combination is appropriate
for a chemical sensor. Sn has a high heat conduc-
tivity, which affects thin film resistance.

Doping ZnO with other elements is one technique
to improve gas sensing characteristics. Dopants af-
fect the structure and surface area of thin film crys-
tals based on loading concentration and inherent
features like atomic size and charge. Finding the
right dopant to dramatically improve ZnO ammonia
gas detecting capability is difficult since each dopant
has its own set of features, and uniform dispersion
of the solution is difficult [5]. The sol–gel method is
both cost-effective and simple to use. It is also quite
homogeneous and can be worked with at low tem-
peratures. It also ensures a strong bond between the
substrate and the topcoat material. Hence, in this
paper, the sol–gel method will be used to prepare
ZnO solutions doped with two dopants, namely Sn
and Al. The effect of dopants on ZnO will be char-
acterized in terms of morphology, and the doped
thin film will be exposed to ammonia gas, and its
sensing response will be recorded.

2. Materials and method

Doped ZnO solutions were prepared using the
sol–gel method following our previous work [6]. The
concentrations of both Sn and Al dopants were set
to 0.5 at.%, 1.0 at.%, and 1.5 at.%. The resultant
solution was stirred at 80◦C for 1 h. Then, the solu-
tion was aged for 24 h to yield a homogenous solu-
tion. Spin coating was used to prepare the ZnO and
dopant solution at the rotation speed of 2000 rpm
for 60 s. Then, the thin film was soft-baked for
10 min at 150◦C. The process of spin coating and
soft baking was repeated 6 times. After that, the

samples were annealed in a furnace at 500◦C for 5 h.
A scanning electron microscope (SEM) was used to
investigate the morphological structures of the film.
The prepared solution was then spin-coated on Au
interdigitated electrode at 500 rpm for 40 s. Then,
the electrode substrate was soft-baked for 10 min at
150◦C to remove any organic residue. The ammonia
measurement physical setup is shown in Fig. 1.

The electrode is placed inside the closed test
chamber (25× 15× 25 cm3) on a hotplate. The test
chamber is connected to a temperature controller
that sets the chamber to a certain temperature so
that the device can operate as a gas sensor. The
variation in resistance values is recorded using the
E4980A Precision LCR Meter.

3. Results and discussion

In SEM images in Fig. 2, it can be observed that
there is a significant difference in terms of the struc-
ture of the grains between the undoped and doped
thin films. This obviously shows the strong depen-
dence of the surface structure on the tin doping con-
centration [7]. Undoped ZnO appears to be closely
packed with non-spherical particles of a hexagonal
wurtzite structure and evenly spread on the film
surface.

However, Sn-doped ZnO has completely different
crystal structures, with their own sizes and shapes
of crystals, for dopant concentration changing from
0.5 at.% to 1.5 at.%. It seems that the material is
not as tightly spread as in the case of the undoped
structure. There is a variant shape that appeared at
both 0.5 and 1.0 at.% concentrations. Sn is detected
due to its tetragonal-shaped crystal structure, as
shown in Fig. 2b–d.

The shape is confirmed to be Sn because Ilican
et al. [8] found that Sn has a tetragonal crystalline
structure, as shown in Fig. 2. There is also visible
white shining in certain parts for undoped ZnO and
with 0.5, 1.0, and 1.5 at.% Sn dopant concentra-
tion. According to [7], this phenomenon is known
as a white cluster, which is caused by electrons as-
sembled at the film surface. Here, instead, it is due
to the uneven surface of the ZnO films deposited
on the glass substrate. The SEM images of Al-
doped ZnO also change as the dopant concentra-
tion is increased (see Fig. 2e and f). Al dopant with
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Fig. 2. SEM images of (a) undoped ZnO and ZnO doped with Sn dopant concentration of (b) 0.5 at.%, (c)
1.0 at.%, (d) 1.5 at.%, and Al dopant concentration of (e) 0.5 at.%, (f) 1.0 at.%, (g) 1.5 at.%.

Fig. 3. Response and recovery of Al-doped ZnO at
the exposure of 200 ppm ammonia.

the lowest concentration seems not to be evenly
distributed at some areas of the surface. However,
it can be observed that the dopants are wrapped
around the ZnO particle, as shown in Fig. 2e.

An Agilent LCR meter was used to measure the
electrical characteristics of doped ZnO thin films.
The DC two-probe method was used to measure the
resistivity of the doped ZnO films exposed to am-
monia. For initial proof of application, only doped
ZnO with 0.5 at.% dopant concentration was used
for ammonia gas sensing. For gas sensing applica-
tions, there are a few sensing performances that are
typically analyzed, such as sensitivity, stability, re-
sponse time, and recovery time [9]. However, in this
work, we only focus on the response and recovery of
the sensor as we want to prove the main concept of
metal oxide semiconductor gas sensing. The exper-
iment was conducted using both Sn- and Al-doped
thin films. Response and recovery time is the time
required for a sensor to achieve and return to 90%
of the original baseline signal upon injection and re-
moval of targeted gas. Figure 3 shows the ammonia
detection response and recovery for Al-doped ZnO
at the temperature of 120◦C.

Fig. 4. Response and recovery of Sn-doped ZnO at
the exposure of 200 ppm ammonia.

Based on the presented figures, it can be seen that
the doped thin film reacts to ammonia exposure at
a concentration of 200 ppm. Initially, dry air flowed
into the chamber for 10 min. This was to ensure
that the chamber was not contaminated with out-
side particles that could affect the ammonia sens-
ing. After that, the flow of dry air was turned off,
and ammonia flowed into the chamber for 10 min.
For Al-doped ZnO, the resistance dropped from 230
to 210◦ when ammonia was introduced after 200 s.
After 5 min, the ammonia was turned off and we
could see that the resistance increased gradually to
its original resistance value. This shows that the
sensor responds well to the ammonia exposure in
the chamber.

For the Sn-doped ZnO (Figure 4), the initial resis-
tance value once ammonia is introduced is recorded
at 137 kΩ, and it drops to 127 kΩ after approxi-
mately 200 s after ammonia introduction. When the
gas was turned off, the resistance value returned to
a slightly higher resistance of 142 kΩ, 3.5% higher
than the initial resistance value. The gas flow was
turned on again after 10 min, and the resistance
showed a similar reading pattern as the first gas
cycle of gas exposure. This shows that Sn-doped
ZnO has good a response towards ammonia gas.
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Metal oxide semiconductor gas sensing mechanism
depends on the structural response and change in
resistance due to the adsorption and desorption of
the target gas molecules.

In terms of dopants, the resistance reading sug-
gests that Al is the superior dopant in gas sensing
as it produces a low resistance reading of 230 Ω as
opposed to 140 kΩ produced by Sn-doped ZnO thin
film. This implies that the Al atoms are successfully
incorporated in the ZnO lattice as Al dopants pro-
vide higher conductivity due to the small ionic radii
of Al atoms. ZnO is a metal oxide semiconductor
with a wide band gap of 3.37 eV and a large bind-
ing energy of 60 meV [10]. This wide band gap has
a lot of advantages since it can withstand high tem-
peratures, has mechanical robustness, and is sta-
ble [11]. The gas sensing mechanism is based on
the chemiresistivity principle, where when atoms or
molecules interact with the surface of a metal ox-
ide semiconductor, it affects the conductivity of the
sensor. ZnO detects gas through the changes in re-
sistance of the material because resistance changes
when exposed to the targeted gas [12]. In general,
there are two functions in chemical sensors, i.e., a
receptor function and a transducer function. The
function of the receptor is to recognize the chemi-
cal substance, while the transducer transduces the
chemical substance into an output signal. When a
metal oxide semiconductor interacts with the target
gas, it will act as the donor or acceptor of charge
carrier, which is called the receptor function, and
then will change the resistivity of the metal ox-
ide semiconductor (transducer function). The value
of the resistance depends on the majority carrier
in the metal oxide semiconductor and the targeted
gas. When Sn and Al dopants are introduced, it will
change the surface morphology and grain size of the
ZnO thin film. The grain size of doped ZnO reduces
as the dopant prevents the crystal structure growth
rate. This will improve the sensing performance as
a small-sized particle has a high surface area, con-
sequently improving the chemisorbed oxygen ions.
The initial results of gas sensing performance re-
ported in this paper suggest good agreement with
the previously reported work [13], as similar pat-
terns in gas response and recovery have been ob-
tained.

4. Conclusions

Sn- and Al-doped ZnO thin films were success-
fully deposited using the sol–gel method for three
different concentrations of 0.5, 1.0, and 1.5 at.%.
Surface morphology characterization was conducted
using SEM. For undoped ZnO, hexagonal wurtzite

structures are visible, and dopants have been ob-
served to be wrapped around the ZnO structure. As
the dopant concentration increased, the structures
became slightly bigger and less smooth. Resistance
measurements indicate that Al is a better dopant
for gas sensing than Sn because it provides low re-
sistance readings of 230 Ω as opposed to 140 kΩ for
ZnO thin films that are doped with Sn.
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Amorphous alloys are still a challenge for science when it comes to an accurate description of their
structure and magnetic properties. There are many techniques for studying the structure, however, the
direct observation of the amorphous structure does not bring much to the description of the phenomena
occurring in them. In the case of ferromagnetic amorphous alloys, their properties can be studied
based on the analysis of transmission Mössbauer spectra and the hyperfine field induction distributions
obtained on their basis. The work investigated the influence of changing the surroundings of the central
iron atom on the magnetic properties of a soft magnetic amorphous alloy. Samples after solidification
and after isothermal annealing at a temperature below the crystallization temperature were tested.

topics: Mössbauer spectroscopy, amorphous materials, soft magnetic materials

1. Introduction

Amorphous iron-based materials are also called
metallic glasses (MG). They offer many technical
applications and are characterized by very good me-
chanical and soft magnetic properties. Soft mag-
netic materials are characterized by a low coer-
cive field of less than 1000 A/m. However, mate-
rials with an amorphous structure are character-
ized by the lack of boundary grains in their struc-
ture, unlike materials with a crystalline structure
of the same chemical composition. Metallic glasses
have been studied for many decades [1–4] in various
respects, i.e., magnetic and mechanical properties,
structural system, and thermal stability, using vari-
ous types of measurement methods, including X-ray
diffraction (XRD), differential scanning calorimetry
(DSC), scanning electron microscopy (SEM), Möss-
bauer spectrometry, etc. [3–7]. It is also known that
the properties of amorphous alloys can be improved
by applying appropriate annealing at temperatures
below the crystallization temperature. There are
many items in the literature regarding the annealing
of amorphous materials below the crystallization
temperature [8–12]. However, such optimization led
to the formation of a nanocrystalline phase, usu-
ally α-Fe phase grains embedded in an amorphous
matrix.

In the work of T. Naohara [13], it was shown
that the optimization process can proceed with-
out the formation of grains of the α-Fe nanocrys-
talline phase and lead to a reduction of internal

stresses in the free volume areas and a change in
the immediate surroundings of Fe atoms, which may
lead to the stabilization of magnetic properties. Us-
ing Mössbauer spectroscopy, changes in the environ-
ment of the closest neighbors of Fe atoms can be
assessed [14]. Mössbauer spectroscopy is a power-
ful tool used to study local magnetic properties and
chemical and crystallographic disturbances. Based
on the analysis of Mössbauer spectra, the influence
of changing the surroundings of the central iron
atom on the magnetic properties of the soft mag-
netic amorphous (Fe61Co10Y8W1B20)Pt1 alloy was
investigated. Samples were tested after solidification
and after isothermal annealing at a temperature be-
low the crystallization temperature.

2. Experimental procedure

The research material with atomic composition
(Fe61Co10Y8W1B20)Pt1 was melted in an arc fur-
nace in a protective atmosphere of inert gas (Ar).
High-purity elements were used to produce the al-
loys, namely Fe — 99.98%, Co — 99.95%, Y —
99.9%, W— 99.95%, B— 99.5%, and Pt — 99.99%.
Amorphous ribbons were produced using the melt-
spinning method with a rotational speed of a cop-
per wheel of 35 m/s. The produced ribbons, 5 mm
wide and 35 mm thick, were annealed at three tem-
peratures: at 600 K for 1 h, at 700 K for 1 h, and
at 800 K for 1 h. After each annealing stage, the rib-
bon samples were tested using a Mössbauer trans-
mission spectrometer with a 57Co source in an Rh
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TABLE I

Results of analysis of Mössbauer spectra, where IS — isomer shift, Bhf — hyperfine magnetic field, Dam

— standard deviation, QUA — quadrupole splitting, A23 — relative line intensity ratio.

IS [mm/s] Bhf [T] Dam [T] QUA [mm/s] A23

As-cast −0.091(2) 19.685 5.357 −0.0206(8) 2.396(6)

600 K −0.091(2) 19.646 5.349 −0.0224(1) 2.599(9)

700 K −0.092(1) 19.669 5.353 −0.021(2) 2.451(6)

800 K −0.092(6) 20.092 5.417 −0.0207(9) 2.557(6)

matrix with an activity of 100 mCi. The spectrom-
eter speed calibration was performed on α-Fe foil
with a purity of 4 N, the hyperfine field of which
is Bhf = 33.1 T at room temperature. Mössbauer
spectra were fitted using NORMOS software.

3. Results and discussion

Experimental Mössbauer spectra recorded for
samples of the (Fe61Co10Y8W1B20)Pt1 alloy are
shown in Fig. 1. The spectra of each sample were
recorded in the same transmission geometry and
with similar measurement times. Each of the mea-
sured spectra was decomposed into a set of 34
elementary Zeeman sextets and fitted using the
least squares method. Each spectral line was ex-
pressed using hyperfine parameters such as hyper-
fine magnetic field (Bhf ), isomeric shift (IS), and
quadrupole splitting (QUA), and the ratio of the in-
tensities of lines 2 and 5 to lines 3 and 4 of the
Mössbauer spectrum was determined. Quadrupole
splitting was used for fitting due to the possible non-
cubic symmetry of atomic configurations around
57Fe [15]. All fitting parameters of the Mössbauer
spectra are listed in Table I.

Based on the measured Mössbauer spectra, it can
be concluded that the tested materials are ferro-
magnetics with an amorphous structure. The wide
asymmetric lines of the Mössbauer spectra corre-
spond to different surroundings of Fe atoms.

Different environments in the nuclei of 57Fe atoms
in the tested samples confirm the bimodal distribu-
tions of the magnetic hyperfine fields P (B) shown
in Fig. 2 [3, 16]. The distributions for all tested sam-
ples, both after solidification and after annealing at
temperatures of 600, 700, and 800 K, are similar
and consist of two clearly separated peaks: low and
high field. It can be seen that the broad peak with
the maximum of the average hyperfine field (Bhf )
for the sample in the after-solidification state and
for samples annealed successively at temperatures
of 600 and 700 K occurs at a field induction of
∼ 21 T, while for the sample annealed at 800 K,
it occurs at field induction ∼ 22 T.

However, the low-field component described by
the first peak in the hyperfine field distributions has
the maximum value of the average hyperfine field
induction at an induction field between 10–11 T.

Fig. 1. Transmission Mössbauer spectra for the al-
loy sample after solidification and after annealing at
three temperatures.

In [17], it was postulated that the low-field com-
ponent corresponds to the presence of Y atoms in
near-neighborhood to Fe atoms. This proves that Y
in the first coordination zone of Fe, which results in
a significant reduction of the hyperfine field [17].

The average hyperfine fields (Bhf ) remain almost
constant for the alloy samples after solidification
and annealing at temperatures of 600 and 700 K.
This can be related to the stable short-range order
in the local surroundings of Fe atoms. Only anneal-
ing at a temperature of 800 K resulted in an in-
crease in the average hyperfine field (Bhf ) to the
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Fig. 2. Distributions of hyperfine fields for sam-
ples of the (Fe61Co10Y8W1B20)Pt1 alloy after so-
lidification and annealing at temperatures of 600,
700, and 800 K.

value of 20.09 T and an increase in the value of de-
composition dispersion (Dam), which is related to
the relaxation of the amorphous phase within the
free volumes, which reduces the average distance
between Fe–Fe atoms.

The surroundings of 57Fe nuclei in the structure
of amorphous materials are also characterized by
average values of isomeric shifts (IS). The magnetic
anisotropy of these shifts can be characterized by
the parameter A23, i.e., the ratio of lines 2 and 5 of
the split Zeeman sextet to lines 3 and 4. The inten-
sity of these lines in the spectrum is determined by
the angle θ between the direction of magnetization
of the sample and the radiation γ. In the absence of
any stresses in the sample, the magnetic moments
can be expected to be aligned along the plane of
the tape due to the anisotropy of the shape. In this
case, parameter A23 = 4. However, if the magnetic
structure in the sample is disordered, the intensity
parameter A23 = 2. By analyzing the A23 parame-
ter, the magnetic texture of the tested samples can
be assessed [1, 3].

The values of the isomeric shift (IS) and the A23
parameter for samples after solidification and an-
nealing at temperatures of 600, 700, and 800 K for
1 h are listed in Table I. It can be seen that an-
nealing did not affect the isomeric shift (IS) value,
which may indicate that there are no major devia-
tions in the chemical order of the tested materials.
Nevertheless, the value of the A23 parameter in-
creased after the first stage of annealing at 600 K
for 1 h (A23 = 2.599), then decreased slightly after
annealing at 700 K (A23 = 2.451), and increased
again after annealing at 800 K (A23 = 2.557). This
indicates that the annealing process caused the ori-
entation of the magnetic spins to become orderly
towards the plane of the tape.

4. Conclusions

To sum up, it can be said that the tested mate-
rial is a ferromagnetic with an amorphous structure.
Mössbauer spectra and the corresponding hyperfine
field distributions P (Bhf ) for samples after solidi-
fication and annealing at temperatures of 600, 700,
and 800 K for 1 h do not show significant differ-
ences. However, the parameters of individual spec-
tra for the sample heated at 800 K for 1 h show
a change in parameters, i.e., the average hyperfine
field (Bhf ) and an increase in the dispersion of the
distribution (Dam), which proves the relaxation of
the amorphous phase within the free volumes.

The tested alloy (Fe61Co10Y8W1B20)Pt1 in the
form of a ribbon showed very high thermal stability
in a wide temperature range.
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Studying the real structure of amorphous alloys is not an easy task and requires an appropriate scientific
approach. Unlike crystalline materials, for which there is a precise description of the structure based on
the structure of the unit cell, in amorphous materials it is not possible to identify it. The amorphous
structure is often described as one big defect. Using the technique of Mössbauer spectroscopy, it is
possible to study the structure of amorphous alloys and determine the degree of their order. The
paper presents the results of Mössbauer tests for amorphous alloys in the state after solidification. The
influence of a small change in the chemical composition on the probability of the occurrence of iron
surroundings determining specific hyperfine field induction values was determined.

topics: bulk amorphous alloys, Mössbauer spectroscopy, X-ray diffraction (XRD)

1. Introduction

An important parameter indicating the applica-
tion possibilities of various types of materials is
their structure packing density. It is commonly un-
derstood as the number of closely packed atoms in a
given volume, without distinguishing other relation-
ships between atoms. In the case of ferromagnetic
materials exhibiting magnetic properties, especially
soft magnetic properties, the distribution of mag-
netic atoms in the volume of a given material is very
important. The improvement in properties is not al-
ways related to a larger number of magnetic atoms
in a given volume. A parameter that indirectly de-
termines the good magnetic properties of magnetic
alloys with soft magnetic properties is the exchange
distance of magnetic interactions. This distance de-
termines what distance between magnetic atoms
is most favorable to obtain optimal properties de-
scribed as ferromagnetic and soft magnetic [1, 2]. If
this distance is too large, the magnetic interactions
between atoms weaken and individual magnetic mo-
ments do not interact with each other. If there are
too many of these atoms in the analyzed volume,
their coupling occurs and the magnetic moments
become antiparallel, and we are dealing with an an-

tiferromagnetic interaction. Using Mössbauer trans-
mission spectroscopy, and more precisely, numerical
analysis of the obtained measurement results, it is
possible to determine the distribution of iron atoms
in the alloy volume. The hyperfine field induction
distributions show low- and high-field components
for amorphous alloys [3]. The change in magneti-
zation was examined in the area where spin waves
are thermally damped by the magnetic field and are
responsible for its increase. The increase in magne-
tization in strong magnetic fields when it has al-
most been reached takes place according to the re-
lationship describing the Holstein–Primakoff para-
process [4]

b
(
µ0H

)1/2
, (1)

where the coefficient b is described by the relation-
ship

b = 3.54 gµ0µB

(
1

4πDspf

)3/2

kBT
(
gµB

)1/2
, (2)

and where:
kB — Boltzmann constant,
µB — Bohr magneton,
g — gyromagnetic coefficient,

Dspf — spin wave stiffness parameter.
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In (2), there is a spin wave stiffness parameter
(Dspf ), which is related to the exchange constant
(Aex) from the formula

Aex =
MsDspf

2gµB
. (3)

The spin wave stiffness parameter (Dspf ) can be
determined from the equation

Dspf =
k

4π

(
2, 612µBµ0

M0c3/2

)3/2

, (4)

where:

M0 — magnetic polarization at 5 K,
C3/2 — constant determined by adapting the law of

the temperature dependence of magnetization
as a function of the magnetic field strength
(µ0H = 1 T) [5].

Knowing the value of the spin wave stiffness pa-
rameter, we can determine the number of neighbor-
ing magnetic atoms.

The paper presents the results of tests of the
structure and magnetic properties carried out for
samples of Fe62Co8Y8Me2B20 (Me = Nb or Zr) al-
loys in the form of ribbons after solidification and
with a thickness of 35 µm.

2. Experimental procedure

The test material was prepared from ingredients
with a purity of not less than 99.99 at.%. Four- and
five-component alloys were made. The alloying base
was iron, the content of which exceeded 60% for
each alloy. This treatment prevents the loss of boron
during remelting. Additionally, the alloys contained
Co, Y, and Zr. After weighing 15 grams, the ingre-
dients were pre-melted in an arc furnace. The alloy
components were melted on a water-cooled copper
plate. This process took place in a protective at-
mosphere of argon. The initial melting parameters
are ≈ 250 A. After the first melting of the compo-
nents, the operating current was increased to 350 A.
Each subsequent melting of the ingot was performed
after it had been rotated, which allowed for good
mixing of the components. This operation was re-
peated twelve times. The melted alloy components
in the form of an ingot were cooled in the furnace for
about 15 min. This procedure was aimed at limiting
the oxidation of the alloy. After being removed from
the working furnace, the cooled ingots were cleaned
mechanically and using an ultrasonic cleaner. The
cleaned pieces of the alloy were ready to produce
test samples in the form of thin ribbons. The rib-
bons were made using the melt-spinning method.
The alloy pieces were placed in a quartz capillary,
which was placed in the coil of an induction fur-
nace. The capillary outlet had a diameter of 1 mm.
The other side of the capillary was connected to
an inert gas source. The copper wheel was accel-
erated to a linear speed of 30 m/s, and the liq-
uid alloy was sprayed onto it. As a result, ribbons

Fig. 1. X-ray diffraction images obtained for sam-
ples of the tested Fe62Co8Y8Me2B20 in the form of
35 µm thick ribbons: with Zr (curve 1), and with
Nb (curve 2).

with a thickness of approximately 30–35 µm were
produced. The ribbon production process was car-
ried out in a protective atmosphere of argon. The
ribbons thus produced were subjected to structure
analysis using X-ray diffraction (XRD). An X-ray
diffractometer operating in the Bragg–Brentano ge-
ometry was used for this purpose. The Bruker X-ray
machine model ADVANCE 8 was equipped with an
X-ray tube with a copper anode. Samples in the
form of ribbons (planar-parallel) after solidification
were glued to rotating measuring disks. Scanning
of the ribbons using X-rays was carried out in the
two theta angle range from 30 to 100◦. The density
and scanning time were 0.02◦ and 6 s, respectively.
The spin wave stiffness parameter b was calculated
based on the relationship from (1). Mössbauer spec-
tra for room temperature were measured on a Polon
2330 spectrometer. The device operated in trans-
mission geometry with constant source accelera-
tion. The spectrometer calibration was performed
on α-Fe foil with a thickness of 20 µm. A 57Co Möss-
bauer source in a rhodium matrix was used for the
measurements. The Mössbauer transmission spec-
tra were subjected to numerical analysis using the
NORMOS software [6].

3. Presentation of results

The X-ray diffractograms measured for the tested
alloys are presented in Fig. 1.

The X-ray diffractograms for the tested alloys in
the form of a ribbon presented in Fig. 1 are typical
for materials with an amorphous structure. We can
only distinguish a background of slight intensity.
Near the two theta angles corresponding to the com-
ponent with the highest content in the alloy (iron
in our case), a wide diffuse maximum, called an
amorphous halo, can be observed. The amorphous
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Fig. 2. Mössbauer transmission spectra obtained
for the tested Fe62Co8Y8Me2B20 in the form of
35 µm thick ribbons: (a) Zr, (b) Nb.

nature of the samples was additionally confirmed
by tests performed using Mössbauer transmission
spectroscopy. Figure 2 shows the Mössbauer trans-
mission spectra obtained for the tested alloy sam-
ples.

The Mössbauer transmission spectra presented in
Fig. 2 are typical for materials with an amorphous
structure. They consist of wide asymmetrical over-
lapping lines and are asymmetrical. As a result of
the numerical analysis of Mössbauer transmission
spectra, the distributions of hyperfine field induc-
tion on 57Fe nuclei were obtained (Fig. 3).

The distributions of hyperfine field induction on
57Fe nuclei are bimodal. The low- and high-field
components present in them indicate a large diver-
sity of the immediate surroundings of iron atoms.
This also means that in the volume of the alloy
there are areas where the distances between iron
atoms are smaller and areas where the distances
are larger. The formation of such areas affects the
occurrence of topological and chemical disorders in
amorphous materials. This can be considered to be
the nature of amorphous materials, which distin-
guishes them from crystalline materials. Figure 4
shows the dependencies b(µ0H)1/2 for the tested
Fe62Co8Y8Me2B20 in the form of 35 µm thick rib-
bons with Zr (curve 1) and Nb (curve 2).

Fig. 3. Distributions of hyperfine field induction
obtained based on the analysis of Mössbauer trans-
mission spectra for the tested Fe62Co8Y8Me2B20 in
the form of 35 µm thick ribbons: (a) Zr, (b) Nb.

Fig. 4. The relationship b(µ0H)1/2 for the tested
Fe62Co8Y8Me2B20 alloys in the form of 35 µm thick
ribbons: Nb (curve 1), Zr (curve 2).

The calculated spin wave stiffness parameter
Dspf for the sample with the addition of Nb
(61.8× 10−2 meV nm2) is higher than for the sam-
ple with Zr (56.4× 10−2 meV nm2). This may mean
that in the alloy with the addition of Nb, the dis-
tances between magnetic atoms are more favorable
for free interaction between magnetic spins.
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4. Conclusions

The produced ribbons had an amorphous struc-
ture, which was confirmed by tests performed us-
ing XRD and Mössbauer spectroscopy. The distri-
butions of hyperfine field induction on 57Fe are bi-
modal, which is related to the presence of areas with
different iron concentrations in the sample volume.
In the sample with Nb addition, the average value
of the hyperfine field of the low-field component was
much higher. The increase in the value of the ma-
terial parameter Dspf is related to the change in
the internal parameters of the sample. As a result
of a slight change in the composition of the alloy,
the distance between the nearest magnetic neigh-
boring atoms changes. The increase in the value of
the Dspf parameter may be related to the increased
number of closest magnetic atoms, which is related
to the improvement of the short-range chemical or-
der (SRO).
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In weak magnetic fields, there are changes in the arrangement of atoms, which are otherwise called
magnetic relaxations. The exact phenomenon that will be investigated in this paper concerns the disac-
comodation of magnetic susceptibility, which is one of the most frequently observed effects of magnetic
lag. During this magnetic delay, there is a reorientation of the axes of pairs of atoms corresponding to
two different energy levels. This energy is related to the energies of exchange and spin–orbit coupling.
The paper presents the results of magnetic susceptibility disaccomodation and describes its influence
on the relaxation time matching spectrum.

topics: bulk amorphous alloy, disaccomodation of magnetic susceptibility

1. Introduction

The phenomenon of magnetic delay, also called
magnetic viscosity, in crystalline materials is related
to the migration of atoms and defects in the crystal
lattice. Based on the equation

Dd =
a2

36τ
, (1)

where:

τ — relaxation time,
a — lattice constant,
Dd — diffusion coefficient,

the diffusion coefficient can be calculated. As a re-
sult of the large dependence between the relaxation
time and temperature, the phenomenon of magnetic
delay occurs in a narrow temperature range [1, 2].
The result of the narrow temperature range describ-
ing the phenomenon of magnetic delay in crystalline
alloys is the thermostable nature of this type of ma-
terial. Changes in magnetic properties in crystalline
alloys are abrupt and are related to the presence of
well-defined defects in their volume in the form of
vacancies or interstitial atoms. It follows that relax-
ation processes in crystalline materials are the re-
sult of providing the system with energy of a specific
value in a very narrow temperature range. This en-
ergy is called activation energy. However, in amor-
phous alloys the structure is not well described and
is characterized by a metastable state. This means
that structural relaxations can occur in amorphous

Fig. 1. Magnetic susceptibility disaccomodation
curve.

materials even at low temperatures. These relax-
ations occur in a certain temperature range and are
described by the activation energy spectrum [3–5]
and not by a discrete value, as in the case of crys-
talline materials.

Disaccomodation of magnetic susceptibility in-
volves a decrease in time of the magnetic suscepti-
bility of a sample demagnetized with an alternating
current with an amplitude decreasing to zero [6, 7].
The disaccomodation of magnetic susceptibility is
calculated according to the equation [7]

∆

(
1

χ

)
=

1

χ(t2)
− 1

χ(t1)
, (2)
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Fig. 2. The hard-sphere model describing two ori-
entations of the axis of atom pairs for two energy
levels [8].

where (t1) and (t2) are the values of magnetic sus-
ceptibility measured during 2 s and 120 s after de-
magnetizing the sample with an alternating current
with amplitude decreasing to zero.

Figure 1 shows the magnetic susceptibility disac-
comodation curve. The reduction of susceptibility
from the maximum value occurs in the time from
the moment of demagnetization to the minimum
value for an infinitely long time.

Magnetic relaxation processes in amorphous al-
loys occur as a result of the reorientation of the
axes of atom pairs. It is assumed that in amor-
phous alloys containing two elements T1 and T2,
pairs of atoms T1T1, T1T2, T2T2 can be formed.
The change in the axis of atom pairs can take two
orientations and occurs around free volumes. To
change the orientation of the axis of atom pairs,
an appropriate amount of energy is needed, called
activation energy, most often thermal energy. This
phenomenon is well described by the double-well
model. As a result of different magnetic interaction
energies and different structural configurations be-
tween the two orientations of atom pairs, we can
determine the splitting energy 2∆.

This energy is the sum of structural configura-
tions (2∆s) and the energy of magnetic interactions
(2∆m) [7], i.e.,

2∆ = 2∆s + 2∆m. (3)
For different energy levels, the orientations of the

axis of atom pairs can be represented using the
hard-sphere model (Fig. 2) [6, 8]. Reversible (iso-
morphic transition) and irreversible (polymorphic

transition) processes occur in amorphous materi-
als. The orientation of the axis of atom pairs is a
mirror image in the marked plane. Figure 2 shows
the migration of the atom according to the orien-
tation of the arrowhead. The numerical analysis of
the magnetic susceptibility disaccomodation curve
for the continuous spectrum of relaxation times is
presented as [9]

∆

(
1

χ

)
=

l∑
i=1

+3βτi∫
−3βτi

dz

βτ
√
π

IpiTpi
T

e−(z/βτi)
2

×
(

e−t1/τmi exp(z) − e−t2/τmi exp(z)
)
, (4)

where:

τm — average value of the relaxation times τ ,
T — temperature, at which the maximum oc-
curs,
Ipi — intensity,
β — distribution width
z — intensity of the i-th process at the peak
temperature.

This function allows to present the temperature de-
pendence of magnetic susceptibility disaccomoda-
tion for several relaxation processes.

The paper will present the results of magnetic
susceptibility disaccomodation tests performed for a
bulk amorphous alloy Fe63Co8Y8W1B20 in the form
of a rod with a diameter of 1 mm and a ribbon after
solidification.

2. Experimental procedure

Test samples were made of high-purity ingredi-
ents: Fe — 99.99 at.%, Co — 99.999 at.%, Y —
99.99 at.%, Nb — 99.9999 at.%, Zr — 99.99 at.%.
Boron was introduced in the form of an alloy with
the chemical composition of Fe45.6B54.4. The first
stage of producing test samples was the preparation
of a crystalline ingot. Weighed alloy components in
10 g portions were melted in an arc furnace. Smelt-
ing took place in an inert gas atmosphere. The in-
gots were melted three times on each side to mix the
alloy components well. The ingots prepared in this
way were cleaned mechanically and in an ultrasonic
bath. Then they were divided into lighter pieces,
which were used in the further process of preparing
research material. Prepared portions of the material
were placed in a quartz capillary, which was placed
between a copper mold and compressed argon. The
alloy melted using eddy currents was injected un-
der argon pressure into a copper mold with a hollow
core in the form of a rod with a diameter of 1 mm
and a length of 20 mm. The structure of the rods
was checked using a Bruker X-ray diffractometer,
model ADVANCE 8. The sample was scanned in
the 2θ angle range from 30 to 100◦ with a mea-
surement step of 0.02◦ and a measurement time
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Fig. 3. Isochronous disaccomodation curves of
magnetic susceptibility for the Fe63Co8Y8W1B20 al-
loy in the form of: (line 1) ribbons with a thickness
of 30 µm, (line 2) rod with a diameter of 1 mm.

of 3 s. The disaccomodation of magnetic suscepti-
bility was measured on an automated system based
on the transformer method. The measurement was
made from room temperature to the temperature at
which the Hopkinson peak was observed. The rods
were closed with a yoke made of superpermalloy,
which allowed the magnetic flux to flow. Then, 30
turns of the secondary and primary windings were
wound on the sample.

3. Results

Figure 3 shows the temperature dependence of
the disaccomodation of the initial magnetic suscep-
tibility measured in the temperature range from 300
to 600 K. Disaccomodation is a measure of the tem-
poral stability of magnetic susceptibility, which can
be observed in the range of low magnetic fields up
to 0.4HC , the so-called Rayleigh area.

Magnetic susceptibility disaccomodation mea-
surements carried out for samples of the tested al-
loy after solidification were performed three times
in a given temperature range, which was intended
to remove irreversible structural relaxations (poly-
morphic transitions) occurring during the measure-
ment. These relaxations constitute a more stable
energy configuration compared to that correspond-
ing to reversible relaxation processes (isomorphic
transitions).

Isochronous magnetic susceptibility disaccomo-
dation curves are clearly dependent on the man-
ufacturing method. Higher magnetic susceptibility
disaccomodation rates can be observed for the sam-
ple produced at a higher cooling rate during melt-
spinning. For the injection method, the magnetic
susceptibility disaccomodation curve is much lower.

The isochronous disaccomodation curve of the
magnetic susceptibility can be divided into three
areas:

1. The area where only temperature-
independent relaxation amplitudes are
observed,

2. The area where the maximum of disaccomo-
dation occurs, describing precisely the inten-
sity of this phenomenon, where all thermal
features of the entire process can be observed,

3. An area where a sharp decrease in the inten-
sity of disaccomodation is observed, occurring
just below the Curie temperature. This be-
havior of disaccomodation is related to the so-
called Hopkinson maximum [10], which occurs
when there are rapid changes in the constants
of the ferromagnetic material near the ferro–
paramagnetic phase transition.

The second area is where most point relaxations
occur. These relaxations are related to the cooling
rate of the alloy and not to its chemical composition
itself.

4. Conclusions

The shape of the isochronous disaccomodation
curves of magnetic susceptibility is related to the
presence of free volumes. A larger amount of free
volumes occurs in the sample produced at a higher
cooling rate. The structure then suddenly freezes,
which results in an increased number of free volumes
being created. The extended solidification time fa-
vors the free movement of atoms in the sample vol-
ume and the creation of configurations with lower
internal energy. This state of affairs has a direct
impact on the reduction of free volumes, which is
clearly shown by the research results presented in
this work.
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This research discusses the effect of using nitrogen-doped activated carbon as an anode material for
lithium batteries on the resulting electrochemical properties. The performance of pure activated carbon
was compared with that of nitrogen-doped activated carbon with concentrations of 1:3 and 1:5. Acti-
vated carbon that has been synthesized into nitrogen-doped activated carbon is tested for its physical
properties through Fourier-transform infrared spectroscopy and scanning electron microscopy instru-
ments. The galvanostatic charge–discharge test results showed that each sample had a smaller loss of
capacity as the nitrogen doping concentration increased. Pure activated carbon has a specific capacity
of 105.549 mAh/g, 1:3 nitrogen-doped activated carbon of 108.214 mAh/g, and 1:5 nitrogen-doped
activated carbon of 113.635 mAh/g.

topics: activated carbon, nitrogen doping, anode, lithium battery

1. Introduction

New and renewable natural resources are needed,
especially due to increasing global warming and lim-
ited fossil resources [1]. One of the most important
aspects of utilizing new renewable energy sources is
access to energy transmission and storage technol-
ogy. Currently, the limited development of renew-
able energy is hindered by storage and transmission
technologies due to their environmental impacts [2].
Lithium batteries are one type of excellent energy
storage device that can convert chemical energy into
electrical energy. However, producing these batter-
ies with high energy density and power density
through economical and environmentally friendly
processes is still a big challenge.

Current anode materials exhibit high specific ca-
pacity, cycle stability, and safety, but their high cost
and relatively small current density limit their prac-
tical application [3]. Activated carbon, which has
a large surface area, high absorption, and minimal
charging time, is suitable for application in several
materials, including anode materials in batteries. In
maximizing the potential of activated carbon in the
form of its capacitance properties, nitrogen doping
can be utilized to increase the capacity of activated
carbon [4].

Doping nitrogen in the carbon structure will
result in a reduction of solutes in the battery
cell electrolyte. This mechanism makes the elec-
tron capture greater, and the battery performance
increases [5]. This research discusses the effect of
nitrogen doping on the electrochemical properties
of lithium battery anodes. Activated carbon was
synthesized with the addition of nitrogen dop-
ing and then tested for physical properties using
scanning electron microscopy (SEM), X-ray diffrac-
tion (XRD), and Fourier-transform infrared spec-
troscopy (FTIR). The synthesized material was
fabricated in the form of battery cells and then
tested for performance using galvanostatic charge–
discharge (GCD).

2. Materials and method

The main materials used include activated car-
bon, urea ((NH2)2CO) as a doping source, and
KOH as an activator. Other materials include dis-
tilled water and HCl acid.

Activated carbon was impregnated in a solution
of urea and KOH activator. The mass ratio of ac-
tivated carbon:KOH:urea is (12 g):(24 g):(36 and
60 g). The solution was homogenized using a mag-
netic stirrer for 2 h at 750 rpm. The resulting
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Fig. 1. (a) Result of FTIR functional group (b)
C=N bonding functional group.

solution was then sonicated for 30 min. After soni-
cation, the solution was heated in an oven at 200◦C
for 4 h. The resulting material was crushed for 1 h.
The resulting powder was then soaked in an HCl
solution for 24 h to neutralize the pH. Then, the so-
lution was filtrated with filter paper and dried in the
oven. After that, the resulting material was crushed
for 1 h and sieved through a 200 mesh. Each sample
was named according to the doping ratio of urea as
a nitrogen source (NDAC 3 and NDAC 5), and pure
activated carbon was named NDAC 0.

3. Results and discussion

Figure 1 shows the transmittance intensity of
the C=N bond at wave numbers from 1565 to
1615 cm−1. The decrease in transmittance absorp-
tion value in each sample indicates an increase
in C=N absorption intensity as the nitrogen dop-
ing concentration increases [6]. This increase causes
the breaking of inter-carbon bonds by nitrogen
atoms [4]. This nitrogen doping affects the struc-
ture of the carbon battery anode, causing the grain
size to decrease, the structure to become more crys-
talline, and the surface area to increase [7].

Fig. 2. The morphology of samples (a) NDAC
0,(b) NDAC 3, (c) NDAC 5.

SEM morphology is shown in Fig. 2. The mor-
phology of the pure activated carbon sample
(NDAC 0) shows a larger grain size compared to
the NDAC 3 and NDAC 5 samples. This morphol-
ogy is influenced by nitrogen doping and the addi-
tion of KOH, which reacts to form CO and CO2.
The smaller grain size results in a higher surface
area of the activated carbon. This high surface area
improves the absorption of the electrolyte by the
anode. This mechanism also increases the good elec-
tronic conductivity of the electrode [7].

Figure 3 shows the specific capacity of each sam-
ple at 0.2 C of Crate. The specific capacity is influ-
enced by the amount of current that the material
can store, voltage, Crate, the number of test cycles,
and battery conditions. The amount of voltage is
directly proportional to the specific capacity of the
battery [8]. The more cycles the battery passes, the
smaller the specific capacity produced. This is due
to the formation of the solid electrolyte interphase
(SEI) layer by lithium ions [9].

Figure 3 shows the slope of the graph that oc-
curs in the range from 3.4 to 4 V, which indicates a
change in chemical potential due to changes in the
concentration of the electrolyte solution due to the
incoming and outgoing currents during the battery
charge–discharge process [10]. The addition of nitro-
gen doping affects the specific capacity, which makes
the carbon structure more porous. An optimized
porous structure can increase ion/electron transfer
faster [11]. Nitrogen doping results in a smaller sam-
ple grain size, thanks to which the surface area is
high and the capacity is higher [3].

Figure 4 shows that battery capacity tends to de-
crease as the battery usage cycle increases. This
is due to the poor condition of the battery. Fig-
ure 4 also shows that nitrogen-doped samples tend
to have lower capacity loss compared to pure ac-
tivated carbon samples. The decrease in battery
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Fig. 3. Graphic of specific capacity of battery anode materials at 5 testing cycles (a) NDAC 0, (b) NDAC 3,
(c) NDAC 5, (d) 5th cycle of each sample.

Fig. 4. Response and recovery of Sn-doped ZnO at
the exposure of 200 ppm ammonia.

Fig. 5. Coulombic efficiency at 5 cycles for each
sample.

capacity is mainly caused by intercalation and dein-
tercalation in the battery, as well as electrolyte de-
composition [7]. The addition of nitrogen is proven
to break the bonds between carbons, reducing the
grain size and increasing the crystallinity, thus mak-
ing the loss of capacity in the battery smaller [4].

Figure 5 shows that the Coulombic efficiency
tends to fluctuate in each sample. The poor
Coulombic efficiency in the first cycle is due to the
battery being new and the thickening of the SEI
film [12]. The Coulombic efficiency of each sample
is also affected by the electrical conductivity of the
anode due to the addition of nitrogen, which affects
the physical properties of the material [13].
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4. Conclusions

Nitrogen doping causes an increase in the bond-
ing intensity of carbon atoms and nitrogen atoms.
This leads to an increase in the size of the smaller
grains. Nitrogen doping also affects the capacity and
Coulombic efficiency of the battery.
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This paper attempts to find the possibility of describing the supplementary parameters of the macro-
scopic crack strength field based on the variation at the microscopic level. The analysis focuses on the
development of cracks in the vicinity of the crack tip of a central crack panel made from iron material
with a cubic crystal structure under tensile loading. We use the combination of finite element and
molecular dynamics simulation methods. Molecular dynamics simulation analysis shows that the mo-
tion velocity of molecules near the crack tip region is less than the Rayleigh wave velocity, VR, which is
about 0.22 VR. The average velocity is smaller in other directions that are not parallel to the crack. The
velocity of the molecular near the crack tip indicates the ductile phenomenon of the crack tip region
because it comes from the potential energy, which means that on the crack extension line, the kinetic
energy of the molecular motion is greater than that in the other directions but is close to that in the
45◦ direction. It shows that the crack expansion direction is still mainly along the crack extension line
under the load.

topics: multiscale analysis, molecular dynamics simulation, finite element modeling, lattice constant

1. Introduction

Due to the singularity of the crack tip, the def-
inite condition of stress fields at the crack tip and
the crack tip extension are difficult to characterize
through finite element methods (FEM). Researchers
have tried to find the intrinsic reason for the dy-
namic extension of the crack tip by using multi-
scale modeling, which is an alternative approach to
studying local physical phenomena in a large struc-
ture with microstructural features. Many multiscale
analyses of the crack tip region from orders of cen-
timeters to orders of nanometers have been con-
ducted [1–5], focusing on explaining the change in
crack extension from the microscopic level.

Recently, finite element and molecular dynamics
techniques have been introduced in this aspect to
model the material nonlinearity of the crack tip re-
gion. However, the common difficulty in creating
such cross-scale models is determining how to prop-
erly handle the transition relationship between the
lattice model and the continuum solid model. The
cause of this problem arises from the essence of the
internal force at different scales.

Because of the difficulty of accurately describ-
ing the crack tip stress field with the param-
eter J-integral, the present study proposes a

combination of finite element and molecular dynam-
ics simulation of the extension of the crack tip re-
gion, aiming to find a fittable parameter associated
with the microscopic crack extension, along with
the macroscopic parameter to describe the crack tip
stress field. The analysis framework relies on the
common nodes of the FEM area and the molecu-
lar dynamics (MD) zone, in combination with the
stress field of the MD region obtained through finite
elements. Through this, the applied load is trans-
mitted to the MD area for relaxation, so that the
internal atoms are fully relaxed and the movement
of the atoms in the MD area at the crack tip can be
observed at each time step.

2. Materials and method

2.1. Finite element modeling and analysis

To explore the development of the crack under
load, the MD simulation of the crack tip region
of the central crack panel under tension was con-
ducted using open-source software, XMD. The cen-
tral crack panel (CCP) specimen with a/W = 0.5,
W = H = 20 mm, which is subjected to a uniform
tensile load, is shown in Fig. 1a. Considering the
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Fig. 1. (a) Central crack panel model. (b) The
molecular dynamics region of central crack panel
model.

Fig. 2. The total deformation under tensile load of
100 MPa.

symmetry of the geometry and the load, only half of
the specimen is taken for finite element modeling.
The material is assumed to be 304 stainless steel
with a yield stress, σ0, of 205 MPa. For molecular
dynamics simulations, the MD region of the central
crack panel model is shown in Fig. 1b, which is the
lattice constant of the material.

For a body-centered cubic (BCC) lattice ferrite
material, its lattice size is about 10−7 mm, so it
needs the tension load to make the MD region eas-
ily reachable in a yield state. It is necessary to make
the yield crack region big enough for the MD cal-
culation. The displacement for the MD calculation
is the average displacement field of the grid nodes
in the MD region, which is obtained through finite
element calculations. For this purpose, a uniform
tensile load p = 100 MPa was applied to gener-
ate a ductile state at the crack tip, with a maxi-
mum equivalent von Mises stress being 871.29 MPa,
which is higher than the yield stress of the material.
The generated total deformation is 0.0056 mm, as
shown in Fig. 2, which is fit for the MD simulation.

2.2. Kinetic analysis of the cross-scale
crack tip zone

Figure 3a shows the crack tip of the molecular dy-
namics region obtained through the finite element
calculations, which is 44 lattices up, 22 latices left,
and 23 latices right from the lattice node of the dis-
placement field. Considering the difference between

Fig. 3. (a) Molecular dynamics zone at (b) 100th
step, and (c) 250th step.

the continuum and the discretized models, the dis-
placement field obtained by the finite elements is
appropriately modified by the means of multiplica-
tion of the flexibility coefficient as an applied dis-
placement field for the molecular dynamic simu-
lation. The empirical many-body embedded atom
method (EAM) potential function is used to relax
the molecules and obtain the motion velocity and
kinetic energy of the atoms under the applied dis-
placement field and the potential function.

In this study, the tracking analysis of the atomic
motion in front of the crack tip under external load-
ing was conducted. The mechanism of the crack ex-
pansion was configured by increasing the external
load, repeating one or two steps until the crack be-
gins to expand, and then observing the movement
of the atoms in the MD area. The initial position
of the atoms in the MD region is shown in Fig. 3a.
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Fig. 4. The three characteristic lines clearly ap-
pearing in a part-through surface crack profile [6].

Fig. 5. Prandtl slip line field.

TABLE I

Atomic motion and kinetic energy in different direc-
tions in the crack tip region.

Angle [◦]
0 45 90

Average speed [nm/s] 300.88 266.8 257.3
Kinetic energy (×10−9) [J] 1.413 1.172 1.095

The crack tip region was analyzed with MD soft-
ware, and the positions of the atomic relaxation at
the 100th and 250th steps are shown in Fig. 3b and
Fig. 3c, respectively.

3. Results and discussion

The molecular dynamics simulation shows that
there are nanoscale slip lines at the crack tip, which
are also seen in a part-through surface crack profile
shown in Fig. 4 [6]. The simulated average veloc-
ity and kinetic energy of the atoms at the crack
development line at angles 0◦, 45◦, and 90◦ under
loadings are summarized in Table I.

The data show that the kinetic energy of the lat-
tice is lowest in the direction perpendicular to the
crack line, and as compared to this direction, the ki-
netic energy of the lattice at the 45◦ line is about 7%

higher and about 29% higher in the crack extension
line. This kinetic energy variation indicates that the
residual strength of the crack tip is different in dif-
ferent regions. The three characteristic lines suggest
that the material is no longer isotropic in the crack
tip region, which explains why the passivation of
the crack tip region strengthens the extension of
the crack and affects the extension direction of the
crack in the microstructure perspective.

The MD simulation results also agree well with
the Prandtl slip line field (Fig. 5), which assumes
plasticity surrounds the crack tip completely. The
consistency of these findings ensures that joining
the characteristic-line-related parameter and the J-
integral parameter to describe the crack strength
field is feasible.

4. Conclusions

The molecule along the crack path ahead of the
crack tip is shown to have higher energy than the
other directions. It is the energy aggregation band
under the external load, which is in a relatively un-
stable state and is the most likely direction for the
crack to grow.

Due to the stress concentration at the crack tip,
the plastic yield zone will appear in the crack tip
zone in response to the external load. By then, the
material in this zone is anisotropic, and the defor-
mation in this area is no longer elastic. Therefore,
the characterization of the stress intensity factor be-
comes difficult.

As molecular kinetic energy changes with line an-
gles related to the direction of the crack extension,
a fittable parameter related to the changes of char-
acteristic lines can be considered as an alternative
parameter describing the microstructural changes.
Therefore, together with the macro stress field, the
crack tip stress fields can be described more accu-
rately.
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The growing demand for lithium, which is essential for the production of batteries, has led to a signifi-
cant rise in the price of lithium. The quest for novel materials that could enhance battery performance
has thus become a key challenge for scientists. In this regard, the author conducted a comparative anal-
ysis of materials based on graphene, using density functional theory and ab initio molecular dynamics
methods. The materials considered for comparison include graphene, C3B, and C3N. For the calcula-
tions, two-layer systems of pristine graphene and graphene modified by substituting carbon atoms with
boron and nitrogen were constructed. The stability of these systems was examined using the Quantum
Espresso and CP2K software at 0 K and 300 K, respectively. In the search for an alternative to lithium,
systems incorporating sodium and lithium intercalated between graphene layers were also included in
the comparison.

topics: C3N, C3B and graphene, electronic properties, electrode materials, density functional theory
(DFT) calculations

1. Introduction

The use of density functional theory (DFT) cal-
culations has increasingly demonstrated its efficacy
across various scientific domains, encompassing the
modeling of biological systems and the exploration
of novel superconductors [1, 2], and the identifi-
cation of anode materials [3, 4]. In the pursuit of
discovering new materials, two-dimensional mate-
rials have garnered significant attention. Notably,
graphene [5], phosphorene [6–8], borophene [9], sil-
icene [10], among others, have emerged as the most
prominent examples. Employing atomic-scale mod-
eling facilitates the exceptional opportunity to in-
vestigate and assess the stability of materials. In
this study, a comparative analysis was conducted
on pristine graphene and C3N and C3B — two
graphene-like structures. The examination of the
C3N bilayer serves as a continuation of previous
research on the C3N monolayer, employing first-
principles DFT calculations [11]. Notably, the study
reveals the preference of Li and Na atoms to occupy
the hollow sites. Within this article, comparative in-
vestigation of graphene-based materials will be pre-
sented. Ab initio molecular dynamics (AIMD) cal-
culations were applied to single- and double-layer
C3B, graphene, and C3N systems. The exploration
of graphene materials is undertaken within the con-
text of their potential as electrode materials in bat-
teries. Hence, a comparison of these materials’ prop-
erties, specifically with regard to the incorporation

of lithium and sodium ions, is indispensable. The
Quantum Espresso (QE) program was utilized to
calculate the geometric aspects of the structures,
while the CP2K program assessed their stability at
a temperature of 300 K.

2. Computational methods

To study the electronic properties of the investi-
gated material, first-principles calculations are per-
formed within the framework of density-functional
theory (DFT) [12] as implemented in the Quan-
tum Espresso package [13]. The generalized gradient
approximation of Perdew–Burke–Ernzerhof (GGA-
PBE) is used for the exchange-correlation func-
tional together with the projector-augmented wave
(PAW) method. A vacuum of 20 Å was applied
along the z-axis to prevent interlayer interactions
from the periodic images. Van der Waals forces
were taken into account in the simulation. Val-
ues of ecutrho = 50, ecutwfc = 500 and k-points
= (18, 18, 1) in the QE calculations were taken.
Figure 1 shows the visualization of the investigated
bilayer structures.

3. Results and discussion

The crystal structure of the C3B, graphene, and
C3N monolayer has P6/mmm symmetry with a
hexagonal lattice. As with graphene, C3B and C3N
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Fig. 1. Visualization of investigated bilayer mate-
rials: (a) C3B, (b) graphene, and (c) C3N.

have a flat structure because all B, C, and N atoms
are sp2 hybridized. In order to determine the geom-
etry of the systems, basic cells containing a single
layer of the tested materials were relaxed. In the
next step, a two-layer system was created for each
of the tested materials. The relaxation results of
two layers with 8 atoms in the layer, and a total of
16 atoms in the cell, gave us distances between lay-
ers equal 3.6382 Å, 3.5185 Å, and 3.3661 Å for C3B,
graphene, and C3N, respectively. Once the final co-
ordinates of the pristine bilayer were found, the sys-
tems were intercalated with four Li/Na atoms per
cell put in the hole sites. The most important pa-
rameter describing materials is binding energy. To
determine the stability of the tested pristine bilay-
ers, the binding energy value was calculated accord-
ing to the following formula

Eb.bilayer = Ebilayer − 2Emonolayer. (1)
The binding energy of Li and Na atoms between the
layers was calculated as follows

Eb.Li/Na = Ebilayer.Li/Na − Ebilayer − 4ELi/Na.

(2)
According to the definitions of binding energies, the
negative value of binding energy suggests that the
presented bilayer systems are energetically more fa-
vorable and stable at temperature 0 K. Table I con-
tains all relevant calculations from the point of view
of stability and degeneracy. After Li intercalation,
the distance decreases slightly for C3B and increases
slightly for graphene. Na intercalation causes a sig-
nificant increase in the distance between the lay-
ers for both C3B (19.27%) and graphene (37.68%).

Fig. 2. Electronic band structure with partial den-
sity of states (DOS) along the Γ–K–M–Γ high-
symmetry line for monolayers: (a) graphene, (b)
C3B, (c) C3N.

TABLE I

The calculated binding energies (Eb.bilayer, Eb.Li, and
Eb.Na) and interlayer distance (d) for pristine bilayer
systems and for systems after intercalation by Li/Na
atoms.

C3B graphene C3N
Eb.bilayer [Ry] −0.0929 −0.0864 −0.0745

Eb.Li [Ry] −0.7792 −0.2324 no data avail.
Eb.Na [Ry] −0.2133 0.3149 no data avail.
dpristine [Å] 3.6382 3.5185 3.3661
dint.Li [Å] 3.6062 3.5991 no final coord.
dint.Na [Å] 4.3393 4.8443 no final coord.

Nitrided graphene C3N can be excluded as a poten-
tial anode material because, after Li/Na intercala-
tion, final coordinates were not found.

Calculations of the density of electronic states
and the energy gap were made in order to answer
the question of whether the investigated structures
belong to insulators, semiconductors, semimetals or
conductors. That is shown in Fig. 2 and Fig. 3
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Fig. 3. Electronic band structure with partial den-
sity of states (DOS) along the Γ–K–M–Γ high-
symmetry line for bilayers: (a) graphene, (b) C3B,
(c) C3N.

for monolayer and bilayer pristine systems, respec-
tively. As we see, monolayer graphene is semimetal
with a Dirac cone at the Fermi level, while bilayer
graphene presents a metal character. When it comes
to systems with boron or nitrogen, we are dealing
with semiconductors with a small band gap.

To explain dynamic stability at room tempera-
ture, all materials were investigated with CP2K.
Calculations were made for pristine bilayer systems
and after Li/Na intercalation. The kinetic energies
as a function of time are presented in Fig. 4. All
pristine materials show structural stability at room
temperature. After intercalation, the C3B material
shows the greatest stability for both lithium and
sodium.

4. Conclusions

First-principles calculations based on density
functional theory have been carried out to investi-
gate the potential of anode material of two C3B lay-
ers, graphene, and a C3N system with intercalation

Fig. 4. Kinetic energy of (a) pristine and inter-
calated C3B bilayer, (b) pristine and intercalated
graphene bilayer, and (c) pristine and intercalated
C3N bilayer as a function of time.

of Li and Na atoms. As Quantum Espresso calcu-
lations show, all bilayer pristine systems are stable
at 0 K. AIMD calculations confirm the stability of
pristine at room temperature. In addition, AIMD
calculations showed an interesting fact of layer shift-
ing in the case of graphene and C3B, while C3N
shows a strong attraction between the layers. The
distance between the layers is the greatest for the
system with boron and the smallest for the one with
nitrogen. After Li/Na intercalation, nitrogen sys-
tems do not return final coordinates, so the low-
est energy ground state cannot be found. In the
case of the C3B system, after lithium intercalation,
the distance between the layers slightly decreases
by 0.88%, while after intercalation with sodium it
significantly increases by 19%. For graphene after
lithium intercalation, the increase in the distance
between the layers is insignificant by 2.3%, sodium
intercalation causes a significant increase in the dis-
tance between graphene layers by 37.7%. In the case
of the C3N material, it can be excluded as a poten-
tial material in the context of anode construction.
In turn, replacing one in four carbon atoms with
boron can improve the physical properties of the
anode for both lithium and sodium electrolytes.
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This study aims to evaluate the effect of circular-shaped microcylinders on the flow field around
an airfoil, using time-resolved particle image velocimetry. The results show that microcylinders can
significantly modify the flow pattern around the NACA 0012 airfoil. The optimal configuration of
microcylinder-airfoil depends on the angle of attack and the position of the microcylinder. The ob-
tained results have practical implications for the development of more efficient and sustainable aircraft
designs and wind turbine blades. The paper presents a physical analysis of flow fields using stream-
lines and vorticity structures to illustrate mechanisms of flow control for improving the aerodynamic
properties of the airfoil. Overall, this work provides new insights into the fundamental physics of flow
control using microcylinders, including general physics and optics, with potential application in vari-
ous contexts, such as aerodynamics, flow control, airfoil design, optical diagnostics, and particle image
velocimetry techniques.

topics: velocity measurements, optical method, experiments, time-resolved particle image velocimetry
(TR-PIV)

1. Introduction

Airfoils are objects commonly studied by scien-
tists due to their wide range of applications in avi-
ation and wind turbine technologies [1]. The main
focus of scientists is to improve the aerodynamic
properties of airfoils in order to enhance their ef-
ficiency and performance. One of the parameters
that intensively affect the airfoil performance is flow
separation at high angles of attack (AOA) on the
suction surface and the wake region behind it. In-
creased angles of attack lead to a sudden expan-
sion of the wake region, causing stall occurrence,
resulting in a notable increase in drag coefficient
and decrease in lift coefficient. Reducing skin fric-
tion drag is also crucial for enhancing aerodynamic
performance. Therefore, it is crucial to understand
the physics of the flow as it governs the emerg-
ing interactions within modern engineering struc-
tures [2]. Various methods, both passive and active,
have been proposed to enhance aerodynamic per-
formance. These methods include the application
of a sinusoidal surface [3], the use of air jets [4], the
vortex generators [5], the implementation of split
blades [6], and the combination of airfoils with vor-
tex generators [7] on their surface and microcylin-
ders [8].

Among the limited research conducted, the cir-
cular microcylinder stands out as the most com-
monly studied shape for supplementary objects. It
was shown that the size, angle of attack, as well as
the position of the microcylinder and the Reynolds
number have an impact on the improvement of aero-
dynamic parameters. Existing studies in the litera-
ture have indicated that the optimal diameter of
the cylinder should be d/c = 0.01, as microcylin-
ders with smaller diameters do not significantly af-
fect the flow [9]. The impact of microcylinders is
most often tested at large rake angles of 16–23◦, as
these angles generate boundary layers that are in-
fluenced by strong pressure gradients [9]. The addi-
tion of microcylinders delays flow detachment [8].
An important factor influencing the effectiveness
of microcylinder additions is their location rela-
tive to the airfoil. Placing the microcylinder too
close to the leading edge of the airfoil blocks the
flow and negatively affects the lift of the airfoil.
As the gap increases, flow blockage decreases, re-
sulting in increased lift. However, this also reduces
the influence of the microcylinder on the airfoil
flow. Hence, the gap cannot be excessively large [9].
This suggests that the effectiveness of the micro-
cylinder in modifying the flow characteristics is de-
pendent on the diameter of microcylinder and its
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location, emphasizing the importance of consid-
ering these parameters when studying aerody-
namic interactions between microcylinders and
airfoils.

A numerical study conducted by Mostafa et
al. [10] revealed that the impact of adding a micro-
cylinder in front of an airfoil is more pronounced at
higher Reynolds numbers (5×105, 7.5×105, 1×106)
compared to a lower Reynolds number (3.5× 105),
where the effect of the microcylinder addition was
relatively smaller.

The main objective of the conducted optical stud-
ies is to gain insight into the aerodynamic behavior
of the NACA 0012 airfoil and to explore the poten-
tial applications of flow control to improve its per-
formance at high angles of attack and low Reynolds
number. In the further part of the work, the effect
on the flow characteristics around the NACA 0012
airfoil after adding a circular microcylinder at high
angles of attack was checked.

2. Methodology

The experiment was carried out in a wind tun-
nel with a square cross-section of 0.3×0.3 m2 and a
length of 2 m. The object of the research, the NACA
0012 airfoil-microcylinder configurations, was lo-
cated in the centre of the measurement section of
the wind tunnel. The NACA 0012 airfoil had a chord
dimension of c = 0.2 m and a span of 0.26 m.
The circular-shaped microcylinder with dimension
d/c = 0.015 was added to the airfoil and the dis-
tance s between the microcylinder and the surfaces
of the airfoil was s = 0.025c, see Fig. 1. The inlet
velocity was U∞ = 5m/s, and the Reynolds number
equaled 66400.

The research utilized the particle image ve-
locimetry (PIV) method with hardware and soft-
ware provided by Dantec Dynamics. The flow im-
ages were recorded using the SpeedSense VEO340
CCD camera. For illumination, a two-pulse laser
emitting two pulses with a power of 25 mJ and
a wavelength of 527 nm, with a repetition fre-
quency of up to 20 kHz, was employed to illumi-
nate DEHS oil particles with an approximate size
of 1 µm.

Fig. 1. Scheme of measuring the profile of a NACA
0012 airfoil with added microcylinders.

3. Results

The PIV measurements were conducted at high
angles of attack (AoAs) ranging from 12 to 18◦ on
both the controlled and uncontrolled airfoil. The
velocity field attended as the observable parame-
ter, allowing for qualitative and quantitative com-
parisons through the PIV tests. The normalized
streamwise velocity U/U∞ (a) and turbulent kinetic
energy TKE/(U∞)2 (b) are shown in Fig. 2.

After analyzing the results, the qualitative change
in the airflow around the airfoil at different angles
were observed. As the angle of attack (AoA) in-
creases from 15 to 18◦ compared to the 12◦ angle,
we observe earlier detachment of the boundary layer
at the lower edge of the airfoil. In addition, under
the separation point, there is an area of velocity
acceleration for all angles. In terms of normalized
turbulent kinetic energy, an intensified turbulence
field appears at the lower edge of the airfoil for an-
gles 15◦ and 18◦, which is not observed at the 12◦

Fig. 2. The streamwise velocity U/U∞ and the
turbulent kinetic energy TKE/(U∞)2 for different
angle of attack (AoA).
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Fig. 3. The streamwise velocity component (a)
and the fluctuation velocity component (b) along
line 1 at AoA = 15◦, both without and with micro-
cylinder added at positions 1–4.

angle. The streamlines have been added to highlight
flow variations in both the normalized streamwise
velocity U/U∞ fields and the normalized turbulent
kinetic energy TKE/(U∞)2 near the lower edge of
the airfoil.

In the second part of the experiment, microcylin-
ders were introduced at four specific positions in
relation to the airfoil: two positions in front of the
leading edge (position 1 and 2), and at two positions
below the lower edge of the airfoil (position 3 and 4).
These additions were implemented at the selected
angle of 15◦, which was chosen for further investi-
gation due to its significant quantitative differences
compared to the 12◦ angle. Furthermore, at the 15◦
angle, an increase in the turbulence field along the
suction surfaces of the airfoil was observed, which
is considered a undesirable phenomenon.

Figure 3a illustrates the normalized streamwise
velocity profiles for an angle of 15◦, for both situa-
tions, without microcylinders and with microcylin-
ders at four distinct positions. The location from
which the profiles were downloaded is marked on
the diagram in Fig. 1. Upon analyzing the graph
(Fig. 3a), it is evident that the normalized veloc-
ity profile without added microcylinders exhibits an
enlarged region with lower velocity values near the

Fig. 4. The instantaneous vorticity (ω [1/s]) at
AoA = 15◦, both without microcylinder and with
microcylinder added at positions 1–4.

lower edge, especially from y/c = 0.025 to 0.05.
Conversely, the introduction of microcylinders at
position 1 results in an increase in velocity (U/U∞)
in this region to approximately 0.5, concurrently re-
ducing the area of this velocity from y/c = 0 to 0.05.
This is the most favorable outcome because it min-
imizes the drop in inlet velocity near the lower edge
of the airfoil. For position 2, a slight decrease in
velocity is observed in comparison to the configura-
tion without the microcylinder. However, positions
3 and 4, as depicted in Fig 3a, exhibit a significant
reduction of velocity, indicating an earlier detach-
ment of the boundary layer compared to the case
without the microcylinder.

In the same cases, the distribution of fluctuations
u′/U∞ is depicted in the graph in Fig. 3b. It is
worth noting that a slight increase in fluctuations
is observed in the region from y/c = −0.05 to 0.05
for cases with microcylinders 1 and 2, compared to
the case without microcylinders. For cases 3 and 4,
the fluctuations are substantially larger in the range
y/c = −0.2 to −0.05.

Figure 4 shows the instantaneous vorticity at
AoA = 15◦, both without microcylinders and with
the inclusion of microcylinders at four different posi-
tions. Analyzing the presented results, it is evident
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that an intensified vortex field forms beneath the
lower edge of the airfoil. Following the addition of
circular-shaped microcylinders, the most significant
reduction is observed for position 1. However, for
positions 2–4, the reduction is smaller in compar-
ison to the case without microcylinders, but still
greater than that observed for position 1. For po-
sitions 2, 3, and 4, there is no reduction compared
to the case without microcylinders, and the results
have even deteriorated. An intensified vortex field
is observed under the lower edge of the airfoil.

4. Conclusions

Summarizing the presented results, a significant
qualitative changes are observed when comparing
angles 12◦ and 15◦. At angle of 15◦, there is an in-
crease in negative velocity fields and a larger region
of higher turbulence along the on the suction surface
of the airfoil. The introduction of the microcylinder
had a positive effect at positions forward the lead-
ing edge of the airfoil. Particularly, the placement of
a microcylinder at position 1 yielded the most sub-
stantial improvements, as indicated by the graphs
and the observed instantaneous vortex fields.
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The magnetisation process of magnetic materials is extremely important due to the potential applica-
tions of these materials. During the magnetisation process, a delay in the increase in magnetisation is
observed when the magnetic field strength increases. This behaviour may be explained by the magnetic
anisotropy of the studied material. The paper presents the results of research on primary magnetisation
curves for magnetic alloys that exhibit soft-magnetic properties. The tested alloys are the so-called
amorphous materials in which determining the preferred direction of magnetisation is difficult due to
their structure. However, as our research indicates, it is in fact possible to distinguish directions of
relatively easy and difficult magnetisation in amorphous materials, which implies that the phenomenon
of magnetic anisotropy occurs in them.

topics: magnetic anisotropy, primary magnetisation curve, saturation magnetisation, injection casting
method

1. Introduction

Amorphous alloys are an interesting field of study.
Due to their disordered structure, their properties
differ from their crystalline counterparts with the
same chemical composition [1]. Amorphous alloys
are characterised by excellent mechanical proper-
ties (Ti, Zr, Fe alloys [2–4]) and/or corrosion resis-
tance [5, 6]. Alloys with a sufficiently high propor-
tion of ferromagnetic elements possess very good
soft magnetic properties, i.e., low coercivity field
value, low re-magnetisation losses and high satu-
ration magnetisation value [7–10].

Due to the lack of an ordered structure, the do-
main walls can rotate quite freely, which facilitates
the process of magnetisation in these materials. In
crystalline materials, the magnetic structure is as-
sociated with the orientation of the crystals [11, 12].
In the case of amorphous alloys, despite the ab-
sence of an ordered structure, the easy direction
of magnetisation can be determined; this is as-
sociated with the production process of these al-
loys [13]. So far, this phenomenon has not been
fully explained, including the effect of individ-
ual alloy components on the change in anisotropy
values.
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The aim of this study is to investigate the effect
of Cu addition on the effective anisotropy found in
soft magnetic amorphous alloys based on Fe matrix.

2. Experimental procedure

The base alloy for the production of the rapidly-
cooled samples was produced in an arc furnace.
The ingots, each weighing 10 g, were melted and
formed from high-purity ingredients: Fe, Co, Y, Cu
— 99.99%, B — 99.9%. The elements were weighed
with an accuracy of 0.0001 g. The mixture of el-
ements was placed in a recess on a water-cooled
copper plate. The re-melting process was carried
out under a protective atmosphere of argon using
a tungsten electrode. The ingots were re-melted six
times physically inverting them each time in order
to mix the ingredients.

Bulk, rapidly-cooled samples were produced us-
ing an injection method. The process was carried
out under a protective atmosphere of argon, after
having previously obtained a high vacuum in the
working chamber. The base alloy was placed in a
quartz crucible (with an opening of 1 mm diam-
eter) and melted using eddy currents. The liquid
alloy was forced under argon pressure into a copper
mould. The samples were obtained in the form of
rods, each with a length of 20 mm and a diameter
of 0.5 mm.

The structure of the alloys was studied using
a Bruker D8 Advance X-ray diffractometer. The
diffractometer is equipped with a Cu Kα lamp.
Measurements were carried out within the 2θ an-
gle range of 30–100◦ on samples subjected to low-
energy pulverisation.

Primary magnetisation curves and static mag-
netic hysteresis loops were measured using a Lake
Shore 7307 vibrating sample magnetometer within
the range of external magnetic field strength of up
to 2 T.

3. Results

Figure 1 shows X-ray diffraction images for the
investigated alloy samples. In the diffractograms,
single wide maxima are visible, indicating the dis-
ordered structure of each alloy. There are no narrow
peaks of significant intensity that would be associ-
ated with the presence of crystalline phases.

Figure 2 shows the static magnetic hysteresis
loops measured in three directions, i.e., parallel to
the casting direction, perpendicular to the casting
direction, and perpendicular to the sample surface.
The loops measured for the Fe35Co35Y10B20 alloy
in the direction parallel to the casting direction and
perpendicular to the casting direction are identical.

The curve measured perpendicular to the sur-
face of the alloy (green colour) is characterised by
a different shape — the alloy achieves a higher

Fig. 1. X-ray diffraction patterns for the
rod-form samples of the investigated al-
loys: curve 1 — Fe35Co35Y10B20, curve 2 —
(Fe35Co35Y10B20)99Cu1.

Fig. 2. Static magnetic hysteresis loops for
tested amorphous alloys: (a) Fe35Co35Y10B20, (b)
(Fe35Co35Y10B20)99Cu1.

TABLE I

Calculated parameters: µ0MS — saturation mag-
netisation [T], HC — coercivity field [A/m], P1 —
anisotropy field in the first direction [kJ/m3], P2 —
anisotropy in the second direction [kJ/m3], P3 —
anisotropy in the third direction [kJ/m3].

µ0MS HC P1 P2 P3

Fe35Co35Y10B20 0.96 230 83 105 127
(Fe35Co35Y10B20)99Cu1 0.95 135 55 35 207
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Fig. 3. Initial magnetisation curves, measured in
three directions 1, 2, 3, for the tested alloys: (a)
Fe35Co35Y10B20, (b) (Fe35Co35Y10B20)99Cu1.

saturation of magnetisation value (MS), but at
lower values of magnetic field strength it attains
a lower magnetisation value. For the alloy with the
addition of Cu, similar relationships were observed,
except that the curve for the perpendicular direc-
tion differs to a greater extent from the other two.
The other curves (black and red) have a very simi-
lar course; however, where the sample was measured
parallel to the casting direction, a much higher MS

value was achieved. The coercivity field values, mea-
sured for all three directions, reached similar values
(shown in Table I).

Figure 3 shows the initial magnetisation curves,
measured using the same system as the static mag-
netic hysteresis loops. Based on the shapes of the
curves, the effective anisotropy was calculated. The
results are given in Table I.

The addition of Cu causes a significant change
in the shape of the primary magnetisation curves,
and thus in the value of effective anisotropy. For
the two easy magnetisation directions (perpendicu-
lar and parallel to the casting direction), a signif-
icant decrease in the values of P1 and P2 and an
increase in the P3 value were observed. In addition,
the value of the coercivity field for the alloy with
the addition of Cu is almost halved. Therefore, it
should be assumed that the addition of Cu affects
the formation of a certain short-range order in the
alloy volume, and therefore the directivity in certain

areas of the alloy (it is possible that, in the volume
of the alloy, there are areas similar in atomic con-
figuration to crystalline phases). This arrangement
affects the course of magnetisation, promoting it in
some directions and hindering in other directions.

4. Conclusions

This paper presents the results of research on the
influence of Cu on the value of effective anisotropy
occurring in bulk Fe-based amorphous alloys. Based
on vibrating sample magnetometer measurements,
made in three different directions, it was found that
easy and difficult directions of magnetisation occur
in the tested alloys. In addition, a 1% addition of
Cu was found to influence the degree of this effect.
The alloy (Fe35Co35Y10B20)99Cu1 is characterised
by a much lower value of coercivity field and — for
the easy direction of magnetisation — a much lower
value of effective anisotropy.
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