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The Helmholtz free energy of oscillators in thermal equilibrium with electromagnetic radiation is ob-
tained from the Pauli–Hellmann–Feynman theorem and applied to some aspects of Lamb shifts and
van der Waals interactions.
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1. Introduction

Lamb shifts and van der Waals interactions may
be attributed to the coupling of atoms to the zero-
point electromagnetic field. These effects are modi-
fied at finite temperatures and depend on the mode
structure of the field. Analyses of these effects have
involved different formalisms and physical interpre-
tations, all based in one way or another on quan-
tum fluctuations of electromagnetic fields and their
sources, and many invoking in particular the zero-
point energy of the field or its finite-temperature
generalization. Here we take an approach based
on the Pauli–Hellmann–Feynman (PHF) theorem.
We begin in Sect. 2 with brief, heuristic derivations
of the (nonrelativistic) Lamb shift and the van der
Waals interaction based on changes in zero-point
field energy. In Sect. 3, we use the PHF theorem
to derive an exact expression for the Helmholtz free
energy of a system coupled to a heat bath, includ-
ing many-body interactions. This is then applied
in Sects. 3–6 to some aspects of Lamb shifts and
van der Waals interactions, and in particular to the
form of the van der Waals interaction when there is
strong coupling to a single field mode. The physi-
cal interpretation of these results is briefly discussed
in Sect. 7.

2. Scatterings: Lamb shift and van der
Waals interaction at zero temperature

Sixty years ago, in a talk at the Relativity Con-
ference in Warsaw, Richard Feynman [1] returned
to an interpretation of the hydrogen Lamb shift he
had suggested earlier [2, 3]. The argument, briefly,
is as follows. In a box of volume V containing N
identical atoms per unit volume, the zero-point en-
ergy of a field mode of frequency ω is 1

2~ω/n(ω),
where n(ω) is the refractive index. The change in
the total zero-point energy due to the presence of
the atoms is therefore

∆E = 2V

∫
d3k

(2π)3
~ω
2

(
1

n
− 1

)

∼= −
~
πc3

∞∫
0

dω ω3α0(ω) (1)

in the case of a single atom (N V=1) with po-
larizability α0(ω), n(ω)∼=1 + 2πNα0(ω). If we use
the Kramers–Heisenberg formula for α0(ω), sub-
tract out the free-electron energy given by ∆E with
α0(ω)=−e2/(mω2), and introduce a high-frequency
cutoff mc2/~, we obtain, without any need for mass
renormalization, exactly the “Bethe log” expression
for the (nonrelativistic) Lamb shift [4, 5]. This is
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discussed in a bit more detail in Sect. 4. A more
explicit analysis based on Feynman’s idea was done
by E.A. Power [3].

The formula (1) can be expressed in terms of the
forward scattering amplitude f(ω) = α0(ω)ω2/c2

∆E = −2π~c2
∫

d3k

(2π)3
f(ω)

ω
, (2)

which is essentially Feynman’s formula†1 [2]. It is
equivalent to Bethe’s, but it involves a scattering
amplitude for a real scattering process, whereas
Bethe’s formula involves the single closed-loop di-
agram for the emission and absorption of virtual
photons. Feynman remarked that the formula (2) is
simple but “very peculiar. The reason it’s peculiar is
that the forward scatterings are real processes. At
last I had discovered a formula I had always wanted,
which is a formula for energy differences (which are
defined in terms of virtual fields) in terms of actual
measurable quantities...” [1].

A more direct calculation for an atom at position
rA leads to

∆E(rA) = −1

2

∑
kλ

√
2π~ω
V

∣∣∣êkλ e ik·rA
∣∣∣2 α0(ω) =

− ~
8π2

2∑
λ=1

∫
d3k ω

∣∣∣êkλ e ik·rA
∣∣∣2α0(ω), (3)

which of course is equivalent to (2). Here êkλ is a lin-
ear polarization unit vector (k · êkλ = 0, λ = 1, 2).
Now, suppose there is an identical atom B at a po-
sition rB , both atoms in their ground states. The
effect on atom A is to replace êkλ e ik·rA by

êkλ e ik·rA + α0(ω)e ik·rBk3 e ikr

[
êkλ − (êkλ · r̂)r̂

kr

+
( i

k2r2
− 1

k3r3

)(
êkλ − 3(êkλ · r̂)r̂

)]
, (4)

where r = rA − rB , r̂ = r/r, and k = kk̂. The
second term may be thought of as the field at A
from the dipole moment induced in B by the vac-
uum field incident on B, i.e., it may be attributed
to the scattering of the vacuum field by atom B.
When we use this expression in place of êkλ e ik·rA

in (3) and retain only terms up to second order in
α0(ω), we obtain, in addition to the r-independent
Lamb shift of atom A, an r-dependent energy

∆E(r) = − ~c
πr2

∞∫
0

du u4α2
0(icu)

×
(

1 +
2

ur
+

5

u2r2
+

6

u3r3
+

3

u4r4

)
e−2ur,

(5)

†1Feynman added to the energy (2) a contribution from
vacuum polarization, expressed similarly in terms of electron
and positron forward scattering amplitudes.

a well-known expression for the van der Waals
interaction of two molecules in a vacuum, nei-
ther of which has a permanent dipole moment.
(We have used the analyticity of α0(ω) in the
first quadrant of the complex frequency plane to
analytically continue the integral along the pos-
itive real axis to an integral along the posi-
tive imaginary axis.) In the limit of very large
separations, this gives the Casimir–Polder result
∆E(r) = −23~c α2

0(0)/(4πr7) for the retarded van
der Waals interaction, whereas at small separations,
it gives the London result in which ∆E(r) ∝ 1/r6.
Like the Lamb shift, the van der Waals interac-
tion can be expressed in terms of a real scatter-
ing process and a forward scattering amplitude.
The zero-point field is Rayleigh-scattered by each
atom according to the expression (4), and the scat-
tered field modifies the zero-point field at the other
atom from its free-space form, resulting, in effect,
in an r-dependent Lamb shift. This is the van der
Waals interaction energy. The extension to many-
atom systems, multiple scattering, and finite tem-
peratures is perhaps most easily done with a simple
extension of the Pauli–Hellmann–Feynman theorem
(Sect. 3).

3. Free energy of atoms in thermal
equilibrium with radiation

3.1. Pauli–Hellmann–Feynman theorem
for free energy

Consider a Hamiltonian of the general form
H = H0 + λH1, where H0 is the unperturbed
Hamiltonian, and the interaction Hamiltonian is
parametrized by a coupling constant λ. The eigen-
values E(λ) and eigenvectors |ψ(λ)〉 of H will,
of course, depend on λ. According to the Pauli–
Hellmann-Feynman theorem [6–9],

dE

dλ
=
〈
ψ(λ)

∣∣∣ dH

dλ

∣∣∣ψ(λ)
〉
. (6)

In its integral form, the PHF theorem gives the
change E(1) − E(0) in the energy of the system in
the form of the coupling-constant integration algo-
rithm

E(1)− E(0) =

∫ 1

0

dλ

λ

〈
ψ(λ)|λH1|ψ(λ)

〉
, (7)

the difference between the energy with (λ = 1) and
without (λ = 0) the interaction H1 [10]. For a nice
discussion of the history of this “theorem”, see [9].

In the case of thermal equilibrium, there is an ex-
pression analogous to (6), now involving the average
〈. . . 〉 over the canonical ensemble, for the Helmholtz
free energy F (λ, T ) [11, 12]

dF

dλ
=
〈 dH

dλ

〉
, (8)

which follows simply from the definition

F (λ, T ) = −kBT ln
(

Tr
[

e−H(λ)/(kBT )
])
. (9)
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Integration of (8) gives the change in the free en-
ergy in a form similar to the zero-temperature ex-
pression (7)

∆F = F (1, T )−F (0, T )=

∫ 1

0

dλ

λ

〈
λH1

〉
. (10)

For additional information, see, for instance, [11]
and references therein. For more discussion of the
PHF theorem for finite temperatures, see [12].

3.2. Coupling of induced dipoles and
thermal radiation

We now consider a collection of N atoms cou-
pled to a heat bath, specifically an electromagnetic
field in thermal equilibrium at temperature T . The
atoms are assumed to remain in their ground states
with high probability. We assume there are no per-
manent dipole moments, only electric dipole mo-
ments induced by the field. The interaction Hamil-
tonian in the electric dipole approximation is

Hint = −1

2

N∑
n=1

3∑
i=1

[
pi(rn, t)Ei(rn, t)

+Ei(rn, t) pi(rn, t)
]
, (11)

where Ei(rn, t) is the i-th component of the electric
field operator for the thermal field at the position rn
of the atom with dipole moment p(rn, t). Effects of
fields from the atoms themselves are subsumed in
the polarizability, as done below. The coupling con-
stant for the application of the PHF theorem is the
electron charge e. We write Ei(rn, t) in terms of
positive- and negative-frequency components as

Ei(rn, t)=

∞∫
0

dω
[
E

(+)

i (rn, ω)e− iωt+E
(−)

i (rn, ω)e iωt
]
,

(12)

and likewise,

pi(rn, t)=

∞∫
0

dω
[
p

(+)

i (rn, ω)e− iωt + p
(−)

i (rn, ω)e iωt
]
,

(13)
with

p
(+)
i (rn, ω) = α0(ω+i0+)Ei(rn, ω) (14)

in the case of a single atom†2. The polarizability
α0(ω+i0+) is given by the Kramers–Heisenberg for-
mula

α0(ω+i0+) =
2

3~
∑
s

ωsg|dsg|2

ω2
sg − (ω+i0+)2

, (15)

where ωsg (> 0) is the frequency for the transition
between the ground state g and the excited state s
and dsg is the corresponding electric dipole matrix
element. For N atoms, the dipole moment induced
in every atom is

p
(+)
i (rn, ω) = α0(ω+i0+)E

(+)
i (rn, ω)+α0(ω+i0+)

×
N∑
m=1

3∑
j=1

Gij(rn, rm, ω) p
(−)
j (rm, ω). (16)

The dyadic Green function G(rn, rm, ω) is defined
by (66) in Appendix. In matrix form,
p(+)(ω) = α0(ω+i0+)E(+)(ω) + α0(ω+i0+)

× G(ω) p(+)(ω) (17)
or

p(+)(ω) =
α0(ω+i0+)E(+)(ω)

1− α0(ω+i0+)G(ω)
≡ α(ω)E(+)(ω),

(18)
where α(ω) and G(ω) are 3N × 3N matrices and
p(+)(ω) is a 3N -dimensional vector.

For thermal radiation the different frequency
components of E(r, t) are uncorrelated. As re-
viewed in Appendix,


〈
E

(+)
i (rn, ω)E

(−)
j (rm, ω

′)
〉

= ~
π

[
q(ω) + 1

]
GIij(rn, rm, ω) δ(ω − ω′),〈

E
(−)
i (rn, ω)E

(+)
j (rm, ω

′)
〉

= ~
π q(ω)GIij(rn, rm, ω) δ(ω − ω′),

(19)

whereGIij(rn, rm, ω) is the imaginary part ofGij(rn, rm, ω) (= Gji(rm, rn, ω)) and q(ω) = [e~ω/(kBT )−1]−1.
Thus,

〈Hint〉 = −~
π

N∑
n,m=1

3∑
i,j=1

∫ ∞
0

dω αij(rn, rm, ω)
[
2q(ω) + 1

]
GIji(rm, rn, ω) =

− ~
π

Im Tr

{∫ ∞
0

dω α(ω)
[
2q(ω) + 1

]
G(ω)

}
= −~

π
Im Tr

{∫ ∞
0

dω α0(ω+i0+)G(ω)

1− α0(ω+i0+)G(ω)
coth

(
~ω

2kBT

)}
.

(20)

†2We do not include any line broadening effects that would
give an imaginary part to the polarizability. In particular, in
our formulation, radiation reaction is accounted for in (16)

but not in (15). But the polarizability must not have
any poles in the upper half of the complex frequency plane,
whence we add i 0+ to ω in the Kramers–Heisenberg formula.
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3.3. Free energy

As noted above, the coupling constant for the ap-
plication of the PHF theorem may be taken to be
the electron charge e. Since α0(ω+i0+) is propor-
tional to e2, it follows from (20) that

∆F = −~
π

ImTr

{ ∞∫
0

dω coth

(
~ω

2kBT

)

×
1∫

0

dλ

λ

λ2 α0(ω+i0+)G(ω)

1− λ2 α0(ω+i0+)G(ω)

}
=

~
2π

ImTr

{ ∞∫
0

dω coth

(
~ω

2kBT

)
× log

[
1− α0(ω+i0+)G(ω)

]}
. (21)

Using the identity Tr[log(1−X)] = log[det(1−X)],
we can write this as

∆F (T ) = − ~
2π

Im

{ ∞∫
0

dω coth

(
~ω

2kBT

)

× log det

[
α(ω)

α0(ω+i0+)

]}
, (22)

which has the form of the multi-particle gener-
alization of the “remarkable theorem” of Ford,
Lewis, and O’Connell [13] when we identify α(ω) =
α0(ω+i0+)/[1 − α0(ω+i0+)G(ω)] as their “gen-
eralized susceptibility.” This formula gives the
Helmholtz free energy of the interacting system of
oscillators, in this case atoms and the electromag-
netic field, in terms of the polarizability of the atoms
alone. A different derivation is given in the original
paper of Ford et al. [13]. Another derivation, based
essentially on the PHF theorem but not in the form
of the coupling-constant integration algorithm used
here, is given in [11].

4. Lamb shifts

Retaining only the term linear in α0(ω+i0+),
(21) gives, for a single atom at any point r in free
space,

∆F (T ) = − ~
2π

Im

{ 3∑
i=1

∞∫
0

dω coth

(
~ω

2kBT

)

α0(ω+i0+)Gii(r, r, ω)

}
=

− ~
πc3

∞∫
0

dω ω3 coth

(
~ω

2kBT

)
α0(ω+i0+), (23)

since Im [limr→r′ G(r, r′, ω)] = 2ω2k
c2 = 2ω3

c3 as fol-
lows from (66) in Appendix. For T=0 this repro-
duces (1). Subtracting the free-electron (ωsg → 0)
contribution and introducing a high-frequency
cutoff Ω , we replace (23) with the “observable” shift
∆F (0)obs, i.e., the difference in the shift between

bound and unbound electrons

∆F (0)obs = − 2 P

3πc3

Ω∫
0

dω ω3
∑
s

ωsg|dsg|2

×
(

1

ω2
sg−ω2

− 1

−ω2

)
=

− 2

3πc3

∑
s

ω2
sg|dsg|2 P

Ω∫
0

dω ω

ω2
sg − ω2

=

− 2

3πc3

∑
s

ω2
sg|dsg|2

Ω∫
0

dω

ω + ωsg
(24)

for Ω � |ωsg| for all transition frequencies ωsg
(P stands for “principal part”). This, of course, is
the “Bethe log” when we take the high-frequency
cutoff Ω to be mc2/~.

For an atom in a homogeneous dielectric medium,
Im[limr→r′ G(r, r′, ω)] = 2n(ω)ω3/c3 and

∆F (0)diel = − 2

3πc3

∑
s

ω2
sg|dsg|2

Ω∫
0

dω n(ω)

ωsg + ω
.

(25)
The difference between the Lamb shift of an atom
in the dielectric and the atom in vacuum is

∆F (0)diel−∆F (0)vac =

− 2

3πc3

∑
s

ω2
sg|dsg|2

Ω∫
0

dω
(
n(ω)− 1

)
ωsg + ω

. (26)

Since n(ω)−1 can be expected to vary as 1/ω2 as
ω → ∞, we can take Ω → ∞. In any event, it ap-
pears that this modified Lamb shift would be very
difficult to observe because of competing effects and
shifts resulting from the interaction of the guest
atom with the host atoms of the medium.

Note that (23) implies a T -dependent correction
to the Lamb shift

∆Fi(T )−∆Fi(0) = − 4

3πc3

∑
j

|dij |2 P

×
∞∫
0

dω ω3

e~ω/kBT − 1

ωji
ω2
ji − (ω+i0+)2

(27)

for an atom in state i. For transition frequencies
and temperatures such that ~|ωji| � kBT [14],

∆Fi(T )−∆Fi(0) ∼=
4

3πc3

∑
j
|dij |2ωji

×
∞∫
0

dω ω

e~ω/kBT − 1
=

πe2

3m~c3
(kBT )

2
, (28)

where we have used the Thomas–Reiche–Kuhn sum
rule. This is just the average kinetic energy ob-
tained from the equation of motion mẍ = eE for
an electron in a blackbody field at temperature T .
Temperature-dependent corrections to the Lamb
shift of Rydberg atoms have been measured and
found to be consistent with a T 2 scaling [15].
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5. Van der Waals Interactions

The polarizability α(ω) is required from causality
considerations to be analytic in the upper half of
the complex frequency plane. From the definition
of G(ω) it is clear that α0(ω+i0+)G(ω) is analytic
in the upper half of the complex frequency plane.
Assuming for now that log[1 − α0(ω+i0+)G(ω)] is
likewise analytic, we can analytically continue the
integral in (21) and express the (free) energy for
T = 0 as

∆F =
~

2π
Tr

{ ∞∫
0

dξ log
[
1−α0(iξ)G(iξ)

]}
.

(29)

Considering only the contribution that goes as
α2
0(iξ), and ignoring the self-energy terms with

rn = rm, we obtain

∆F2 = − ~
4π

N∑
n=1

N∑
m=1

(1− δmn)

Tr

{ ∞∫
0

dξ α2
0(iξ)Gij(rn, rm, iξ)Gji(rm, rn, iξ)

}
,

(30)
which is found to be just the sum of pairwise van der
Waals interaction energies given by (5). In particu-
lar, for small separations, the (nonretarded) van der
Waals interaction between two ground-state atoms
with polarizabilities α1(ω) and α2(ω) has the well-
known form originally obtained by London

∆E = − 3~
πr6

∫ ∞
0

dξ α1(iξ)α2(iξ) = − 3~
πr6

(
2

3~

)2∑
m

∑
n

|d1m|2|d2n|2ω1mω2n

∫ ∞
0

dξ

(ω2
1m + ξ2)(ω2

2n + ξ2)
=

− 2

3~r6
∑
m

∑
n

|d1m|2|d2n|2

ω1m + ω2n
, (31)

where ωµn (µ = 1, 2) are the transition frequencies
between the ground state and the state n and dµn
are the corresponding transition moments. More
generally (29) accounts for many-body interactions
and retardation.

It may be worth noting that, since the mag-
nitude of the static polarizability αst is roughly
on the order of an atomic radius, we require that
α1stα2st/r

6=α1stα2stGij(r1, r2, ω)Gji(r2, r1, ω)<1
for small r = |r1 − r2|; otherwise overlap of
the atomic wavefunctions must be considered,
which we have not done. This condition can also
be understood from the requirement that the
Hamiltonian must be bounded from below [16].

Renne [17] obtained a formula similar to (29)
based on the zero-point energy of coupled harmonic
oscillators, each having a frequency ω0. Consider
(16) without the first term on the right-hand side
and without allowing for the coupling of each
oscillator to its own field

p
(+)
i (rn, ω) = α0(ω+i0+)

×
∑N

m 6=n
Gij(rn, rm, ω) p

(+)
j (rm, ω), (32)

or, in matrix form,[
1 + α0(ω+i0+)T (ω)

]
p(+)(ω) = 0, (33)

where Tij(rn, rm, ω) = −(1−δmn)Gij(rn, rm, ω).
The condition for a non-trivial solution of this
set of 3N equations is that the “normal-mode”
frequencies ω must satisfy

f(ω) = det
[
1 + α0(ω+i0+)T (ω)

]
= 0. (34)

Solutions of this equation in which all values of ω
are real can be obtained in the nonretarded regime.
In this case, Renne has used the argument theorem
to obtain the sum of the zeros ωs of f(ω), and he
identifies

∑
s

1
2~ωs as the zero-point energy of the

system of oscillators coupled to each other by their
electrostatic dipole interactions. The difference ∆E
between this zero-point energy and the zero-point
energy 3

2N~ω0 of the uncoupled oscillators is shown
to be

∆E =
~

2π

∫ ∞
0

dξ log det
[
1 + α0(iξ)T

]
=

~
2π

Tr

{∫ ∞
0

dξ log
[
1 + α0(iξ)T

]}
, (35)

which is very similar to (29) except that self-
interactions are excluded. Renne proceeds to gen-
eralize this expression to allow for retardation, and
his result is equivalent, except for the Lamb shifts,
to (21) with T = 0. (The temperature dependence
of van der Waals interactions has been studied by
several authors — see, for instance, [16] and refer-
ences therein.)

6. Strong coupling of molecules
to a single cavity mode

There has recently been much interest in mod-
ifications of molecular interactions when there is
a strong coupling of the molecules to a single cavity
mode. Haugland et al. [18], for instance, have shown
in nonperturbative numerical studies that the dis-
tance dependence of van der Waals interactions is
significantly affected by such coupling [18, 19]. They
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also present an illustrative perturbation-theoretic
approach based on a Hamiltonian that includes the
short-distance intermolecular dipole–dipole interac-
tion

VAB = − 1

r3

[
dA · dB − 3(dA · r̂)(dB · r̂)

]
(36)

between molecules A and B, which are assumed to
have no permanent dipole moments. The alteration
of the van der Waals interaction occurs as a result of
the additional coupling of the molecules to the vac-
uum single-mode field. This follows from the PHF
theorem, as we now show with a model of N two-
state atoms interacting with a vacuum single-mode
cavity field of frequency ω and polarization ê, and
with each other via

V = −
N∑
n=1

N∑
m=1

dn · dm−3(dn · r̂nm)(dm · r̂nm)

r3nm

×
[
(σn + σ†n)(σm + σ†m)

]
=

−
N∑
n=1

N∑
m=1

Vnm

[
(σn + σ†n)(σm + σ†m)

]
, (37)

where rnm = |rn − rm| and σn and σ†n are respec-
tively the two-state lowering and raising operators.
The transition frequencies and dipole matrix ele-
ments of the atoms are denoted by ωn and dn. The
Hamiltonian for the interaction of the atoms with
the cavity field in the electric dipole approximation
has the form

Hc = −
N∑
n=1

Cn(a+ a†)(σn + σ†n), (38)

where
Cn = An

(
dn · ê

)√
~ω (39)

and An is a mode function that depends on the
position rn of atom n in the cavity. The complete
Hamiltonian is

H =

N∑
n=1

~ωn σ†nσn + ~ω a†a+Hc + V. (40)

We proceed as in Sect. 3.2. The solution of the
Heisenberg equation of motion for σn(t), omitting
the freely evolving part that plays no role in what
follows, is

σn(t) =
i

~
Cn

∫ t

−∞
dt′
[
a(t′)+a†(t′)

]
e iωn(t

′−t)

+
i

~
∑
m

Vnm

∫ t

−∞
dt′
[
σm(t′)+σ†m(t′)

]
e iωn(t

′−t).

(41)
Since ground-state atoms can be treated effectively
as harmonic oscillators for our purposes, we have
assumed the commutation relation [σµ(t), σ†ν(t)] =
δµν . Now to the lowest order in the coupling con-
stants,

a(t′) ∼= a(t) e− iω(t′−t),

σm(t′) ∼= σm(t) e− iωm(t′−t). (42)

It then follows from (41) and some simple algebra
that

σxn(t) ∼= En(t) +

N∑
m=1

Vnmσxm(t), (43)

where we have defined

En(t) =
2Cn
~

ωn
ω2
n − ω2

[
a(t) + a†(t)

]
, (44)

Vnm =
2Vnm
~

ωn
ω2
n − ω2

m

(45)

and σxn = σn + σ†n.
From the Heisenberg equation of motion for a(t),

a(t) = a0(t) +
iC1

~

∫ t

−∞
dt′
[
σ1(t′) + σ†1(t′)

]
e iω(t′−t)

+
iC2

~

∫ t

−∞
dt′
[
σ2(t′) + σ†2(t′)

]
e iω(t′−t) ∼=

a0(t) +
C1

~

(
σ1(t)

ω − ω1
+

σ†1(t)

ω + ω1

)

+
C2

~

(
σ2(t)

ω − ω2
+

σ†2(t)

ω + ω2

)
(46)

in the approximation σµ(t′) ∼= σµ(t)e− iωµ(t
′−t),

with a0(t) the freely evolving annihilation opera-
tor for the single-mode cavity field. Likewise

σ1(t) ∼= σ10(t) +
C1

~

(
a0(t)

ω1 − ω
+

a†0(t)

ω1 + ω

)

−V12
~

(
σ2(t)

ω1 − ω2
+

σ†2(t)

ω1 + ω2

)
, (47)

and

σ2(t) ∼= σ20(t) +
C2

~

(
a0(t)

ω2 − ω
+

a†0(t)

ω2 + ω

)

−V12
~

(
σ1(t)

ω2 − ω1
+

σ†1(t)

ω1 + ω2

)
, (48)

with σµ0(t) the freely evolving lowering operator for
atom µ.

For the application of the PHF theorem, we re-
quire the expectation value of Hc for the state |ψ〉
in which the atoms are in their ground states and
the cavity field is in its vacuum state. Considering
only atom 1, for instance,〈

H(1)
c

〉
= −C1

〈
σ†1a+a†σ1

〉
− C1

〈
aσ1+σ†1a

†〉,
(49)

where we have used the fact that the atom and field
operators commute, as assumed when writing the
Heisenberg equations. Consider first the first term
on the right-hand side of (49). Since a0(t)|ψ〉 = 0,
the only nonvanishing part of this term would have
to come from the last two terms on the right-
hand side of the expression (46). But these do not
contribute to −C1〈σ†1a+a†σ1〉 any terms involving
〈σµ(t)σ†µ(t)〉 = 1 for ground-state atoms, only terms
such as 〈σ1(t)σ1(t)〉=〈σ1(t)σ†2(t)〉=0. Thus, the first
term on the right-hand side of (49) vanishes within
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the approximations we have made, and so〈
H(1)
c

〉
= −C1

〈
aσ1(t) + σ†1(t)a†(t)

〉 ∼=
−2C1

〈
a(t)σ1(t)

〉
. (50)

We will make the simplifying assumption in this
illustrative model that ω � ω1, ω2, as would be the
case, for instance, for infrared transitions in an op-
tical cavity. Then

σ2(t) ∼= σ20(t)− C2

~ω
(
a0(t)− a†0(t)

)
−V12

~

(
σ1(t)

ω2 − ω1
+

σ†1(t)

ω2 + ω1

)
, (51)

and, from the expression (41),

σ1(t) ∼= σ10(t) +
C1

~

(
a0(t)

ω1 − ω
+

a†0(t)

ω1 + ω

)
−C2V12

~ω
2ω2

ω2
1 − ω2

2

(
a0(t)− a†0(t)

)
(52)

to first order in V12. Thus,〈
a(t)σ1(t)

〉 ∼= 〈a0(t)σ1(t)
〉

=

C1

~
1

ω1 + ω
+

2C2V12
~ω

ω2

ω2
1 − ω2

2

, (53)

since σ10(t)|ψ〉 = 0, 〈a0(t)a0(t)〉 = 〈a†0(t)a0(t)〉 = 0,
and 〈a0(t)a†0(t)〉 = 1, and〈

H(1)
c

〉 ∼= − 2C2
1/~

ω1 + ω
− 2C1C2V12

~ω
ω2

ω2
1 − ω2

2

. (54)

The same approach for atom 2 gives〈
H(2)
c

〉 ∼= − 2C2
2/~

ω2 + ω
− 2C1C2V12

~ω
ω1

ω2
2 − ω2

1

. (55)

For the expectation value of Hc = H
(1)
c + H

(2)
c ,

we therefore obtain

〈Hc〉 ∼= −
2C2

1/~
ω1 + ω

− 2C2
2/~

ω2 + ω
− 2C1C2V12/(~ω)

ω1 + ω2
.

(56)

Since C2
1 and C2

2 are proportional to e2, and
C1C2V12 is proportional to e4, the PHF theorem
introduces factors

1∫
0

dλ

λ
λ2 =

1

2
and

1∫
0

dλ

λ
λ4 =

1

4
(57)

for the first two terms and the last term, respec-
tively, on the r.h.s. of (56), so that the change in
the atom-field system due to their interaction is

∆E = −A2
1(d1 · ê)2

ω

ω + ω1
−A2

2(d2 · ê)2
ω

ω + ω2
− 1

2

A1A2

r3

(d1 · ê)(d2 · ê)
[
d1 · d2 − 3(d1 · ê)(d2 · ê)

]
ω1 + ω2

(58)

when we use the definition (39).
The two-state model simplifies some algebra in

our Heisenberg-picture calculation, but the result
(58) is easily generalized to include contributions
from all the allowed transitions from the ground
states of the two atoms. The first term on the r.h.s.
of (58), for instance, generalizes to

∆E1 = −A2
1

∑
s

∣∣(d1 · ê)sg
∣∣2 ω

ω + ωsg
(59)

in the notation of (15). After accounting for addi-
tional self-energy terms, we obtain the Lamb shift
due to the coupling of atom 1 to the single-mode
field. But of greater interest here is the interatomic
interaction term in (58). For strong coupling to
a single-mode field, the nonretarded van der Waals
interaction varies as 1/r3 rather than 1/r6 [18, 19].
When generalized to include all allowed transitions
from the ground states, we obtain, except for the
factor A1A2, the result of the perturbation-theoretic
analysis of [19]. This factor has an interesting im-
plication for the physical interpretation of the 1/r3

interaction, as discussed in the following section†3.

†3Note that when we include a term of second order in V12,
we obtain another contribution to ∆E that corresponds to
the familiar 1/r6 van der Waals interaction.

7. Conclusions

Zero-temperature Lamb shifts and van der Waals
interactions have clear physical interpretations in
terms of fluctuating zero-point fields. In particu-
lar, for the van der Waals interaction between two
atoms in free space, each atom is “driven” by the
zero-point field at its location, and the fluctuations
of the zero-point fields at the two locations are cor-
related. The correlation decreases rapidly with the
distance r between the two locations, giving the r−6
dependence of the nonretarded van der Waals inter-
action.

In the case of strong coupling of the atoms to
a single cavity mode, unlike the case in which the
atoms are coupled to the infinite set of modes of
free space, there is no decrease in electric field cor-
relations with r, and for small r, the van der Waals
interaction varies as r−3 rather than r−6. Such r−3
behavior is also found in a different scenario, when
each atom experiences an externally applied single-
mode field [20]. In this case, the interpretation of
the r−3 behavior is obvious — the two atoms have
correlated induced dipole moments and experience,
for small r, just the r−3 electrostatic dipole–dipole
interaction. But in the more subtle r−3 behavior
resulting from the coupling of the atoms to a zero-
point, vacuum cavity mode [18, 19], each atom has
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a dipole moment induced by the zero-point field
whose fluctuations are correlated for effectively all
values of r. We note that the presence of the factor
A1A2 in the energy (58) implies that there is no van
der Waals interaction if one of the atoms finds itself
at a node of the cavity field, i.e., if either A1 or A2

vanishes.
The derivations of the zero-temperature Lamb

shifts and van der Waals interactions using the
PHF theorem make it clear that these effects are
attributable to the fluctuations of the zero-point
electromagnetic field. They can also be said to
be attributable to changes in zero-point energy,
as in Feynman’s argument for the Lamb shift in
Sect. 2. But the fluctuation perspective seems to
offer a more physical picture of interacting dipoles
as opposed to just energy “bookkeeping”. Moreover,
Lamb shifts and van der Waals interactions can
be understood from the perspective of the quan-
tum fluctuations not of zero-point fields but of the
“source” fields generated by the dipoles themselves.
The same is true for Casimir’s famous attraction
between conducting plates [21].

Acknowledgments

It is a pleasure to submit this paper in recog-
nition of the creative and influential contributions
of Professor Iwo Białynicki-Birula. I thank P.R.
Berman and G.W. Ford for helping me to better
understand the “remarkable formula” and van der
Waals interactions, and G.J. Maclay for informa-
tive discussions relating to Lamb shifts.

Appendix: Electric field correlations
and dyadic Green function

The positive-frequency part of the electric field
operator for a vacuum or thermal field can be
expressed as

E(+)(r, t) = i
∑
kλ

√
2π~ωk
V

akλ e− iωkt e ik·rêkλ,

(60)

where, as usual, akλ is the photon annihilation operator for the plane-wave mode with the wave vector k and
the polarization index λ. For thermal radiation, 〈a†kλak′λ′ 〉=q(ω)δ3kk′δλλ′ and 〈akλa

†
k′λ′λ′〉=[q(ω)+1]δ3kk′δλλ′ ,

where q(ω)=[e~ω/kBT−1]−1, and it follows after taking
∑

kλ(. . . )→ V/(2π)3
∑
λ

∫
d3k(. . . ) in the familar

fashion that
〈
E+
i (rn, t)E

(−)
j (rm, t

′)
〉

= ~
πc3

∫∞
0

dω ω3
[
q(ω) + 1

]
Fij
(
ωr
c

)
e iω(t′−t),〈

E−i (rn, t)E
(+)
j (rm, t

′)
〉

= ~
πc3

∫∞
0

dω ω3 q(ω)Fij
(
ωr
c

)
e− iω(t′−t),

(61)

Fij(x) ≡
(
δij − r̂ir̂j

) sin (x)

x
+
(
δij − 3r̂ir̂j)

(
cos (x)

x2
− sin (x)

x3

)
, (62)

where r = |rn − rm|. Thus, for thermal radiation,
〈
E+
i (rn, ω)E

(−)
j (rm, ω

′)
〉

= ~
πc3ω

3
[
q(ω) + 1

]
Fij
(
ωr
c

)
δ
(
ω − ω′

)
,〈

E−i (rn, ω)E
(+)
j (rm, ω

′)
〉

= ~
πc3ω

3 q(ω)Fij
(
ωr
c

)
δ(ω − ω′).

(63)

The electric field ES(rn, t) at a point rn from an
electric dipole source at rm is

ES i(rn, t) = − 1
c2r (δij−r̂ir̂j) p̈j

(
t− rc

)
− (δij−3r̂ir̂j)

[
1
cr2 ṗj

(
t− rc

)
+ 1
r3 pj

(
t− rc

)]
.

(64)
We therefore identify

E
(+)
S i (rn, ω) = Gij(rn, rm, ω) p

(+)
j (rm, ω), (65)

Gij(rn, rm, ω) = k ω
2

c2

[
(δij − r̂ir̂j)

1
kr

+ (δij−3r̂ir̂j)
(

i
k2r2 −

1
k3r3

) ]
e ikr,

(66)

with k = nω/c, and (19) then follows from (63).
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