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The Majorana bound state can be realized in one-dimensional chain, in form of two well-localized
and separated states at both ends of the chain. In this paper, we discuss the case when the potential
is smeared at one end of the system. In our investigation, we assume the smearing in the form of
a quadratic function of position. We show that the smearing potential leads to the emergence of extra
in-gap states, and effectively decreases the local gap (around the smeared potential). The Majorana
states are still preserved in the system, however, their localization depends on the smearing. Moreover,
the symmetric localization of the Majorana states from both sides of the system is no longer preserved
in the presence of the smearing potential.
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1. Introduction

The idea of the realization of the Majorana quasi-
particles at the ends of a chain, introduced by Alexei
Kitaev [1], iniciated a period of intensive studies on
this issue [2–6]. Recently, several setups to realize
the Majorana bound states (MBS) have been ex-
plored — e.g. monoatomic magnetic chain deposited
on a superconducting surface [7–15] or hybrid su-
perconductor/semiconductor devices [16–23].

The realization of MBS is an attractive topic
due to its predicted application in constructing
topologically protected Majorana-based qubits [24].
Decoherence-free quantum computing operation is
related to the ability to store information nonlo-
caly [25]. In the standard picture, this protection
is guaranteed by a high degree of spatial nonlocal-
ity of MBS. Although localized in space themselves,
the Majorana quasiparticle, together with its pair,
behaves like a single fermion, nonlocal in space. By
a highly nonlocal MBS, we mean that MBS at the
ends of the wire have almost zero overlap with each
other. The degree of Majorana nonlocality η2 can
be understood as a quantity denoting the overlap-
ping of the MBS wave functions [26]. Highly non-
local MBS are characterized by η → 0 (absence of
overlapping), while η → 1 (maximal overlapping)
indicates that MBS are not so well localized at the
boundaries. On the other hand, the overlapping of
the wave function is related to the observed MBS
energy. Experimentally, Majorana nonlocality can
be measured from the splitting due to the hybridiza-
tion of zero modes in resonance with the quantum
dot state at one end of the nanowire [27].

Now, we briefly describe a typical hybrid su-
perconductor/semiconductor device studied exper-
imentally. The device is based on semiconducting
nanowires with an epitaxial superconductor layer on
three facets of the wire, grown by molecular beam
epitaxy [28]. Such a prepared system is character-
ized by a hard-induced superconducting gap [29].
Electrostatic control of wire and barrier density
is provided by side gates and a global back gate.
A quantum dot (QD) can also be realized in this
setup at the bare end (not covered by a supercon-
ductor) of the semiconducting wire [23]. The QD
occupancy is tuned by the voltage on the gates close
to the dot region. In a natural way, the spatial pro-
file of the gate voltage leads to a non-homogeneous
carrier distribution [30]. In this paper, we will dis-
cuss, how the smearing of the potential at one end
of the nanowire affects the properties of MBS.

Modification of the potential along the system
can be expected in several situations. For example,
in presence of gate potentials (mentioned in the pre-
vious paragraph) or in the case of topological super-
fluid in an optical trap. In the first case, attaching
the wire to a two-dimensional plaquette allows the
emergence of a pair of zero-energy edge states (one
localized at the end of the wire and the second one
localized at the edge of plaquette) [31]. However,
the experimental realization of such a system indi-
cates the formation of the zero-mode from coalesc-
ing Andreev bound states [32]. In the second case,
the shape of the optical trap potential strongly af-
fects the realized topological phase [33–37]. To sum-
marize, the local potential in the system has a huge
impact on the MBS properties [38–40] and can lead

164

http://doi.org/10.12693/APhysPolA.143.164
mailto:surajit.basak@ifj.edu.pl


Majorana Bound States in the Presence of Half-Smeared. . .

Fig. 1. Schematic representation of the discussed
system with half-smeared potential V (x) (blue line).
The Majorana bound states (MBS) are induced at
the end of the system. The localization of MBS
strongly depends on the shape of V (x).

to the modification of the MBS localization. Finally,
it is worth mentioning that the inhomogeneity in-
troduced due to the local potential [41–51], or the
attachment of QD to the nanowire [30, 52–54] can
lead to the emergence of additional in-gap states.

In the context of the arguments mentioned above,
it is fair to ask how the smearing of the local po-
tential at one end of the nanowire affects the prop-
erties of MBS. This paper is organized as follows.
First, we briefly describe the used model and tech-
nique (Sect. 2). Next, in Sect. 3, we present and
discuss our numerical results, which are concluded
in Sect. 4.

2. Theoretical background

In this paper, we discuss the half-smeared poten-
tial presented in Fig. 1. From the right side of the
nanowire, we assume a sharp step of the potential
V (x) → ∞, while from the left side — parabolic-
like potential V (x) ∼ (x− x0)2. In the central part
of the system, we assume a homogeneous potential

V (x) =


a(x− x0)2, for x < x0,

0, for x0 ≤ x ≤ x∞,
+∞, for x∞ < x,

(1)
Here, a is a free parameter to control smearing. In
the general case, a has the unit eV/Å2. However, in
our case, x is dimensionless, while a has the dimen-
sion of energy.

We describe our system by the following Hamil-
tonian
H = H0 +HSO +HSC +HV . (2)

Here, H0 =
∑
i,jσ[−t δ〈i,j〉 − (µ+σh) δij ] c

†
iσcjσ de-

notes the kinetic term, which describes the hop-
ping of electrons between nearest-neighbor sites;
ciσ (c†iσ) denotes the annihilation (creation) op-
erator of an electron with spin σ at site i; t is
the hopping integral; µ is the chemical potential;
and h is a Zeeman magnetic field. We neglect
the orbital (diamagnetic) pair-breaking effects [55].
The spin–orbit coupling is descrbied by HSO =
− iλ

∑
iσσ′ ciσ(σ̂y)σσ′ci+1σ′ + h.c., where σ̂y is the

Pauli y-matrix. Superconductivity is described by
the BCS-like term HSC =

∑
i(∆ ci↓ci↑ + h.c.),

where ∆ denotes superconducting gap. Finally,
we introduce the half-smeared potential HV =

∑
iσ V (i)c†iσciσ, where we assume V (x) in the

form (1), where x ≡ |Ri| denotes the position of
the i site. This system is presented schematically
in Fig. 1. Here, the free parameter a can be treated
as a parameter that controls the smearing of the
potential V (x). For 1/a → 0 we get exactly a 1D
chain, while for a→ 0, we have a half-open chain.

In the presence of V (x), the system is highly non-
homogeneous. Thus, the quasiparticle spectrum of
H can be obtained from the diagonalization proce-
dure based on the Bogoliubov–Valatin transforma-
tion

ciσ =
∑
n

(
uinσγn − σv∗inσγ†n

)
, (3)

where γn and γ†n are the “new” quasiparticle
fermionic operators. The coefficients uinσ and vinσ
satisfy the Bogoliubov–de Gennes (BdG) equa-
tions EnΨin =

∑
j HijΨjn [56], where Ψin =

(uin↑, uin↓, vin↓, vin↑) is a four-component spinor,
while the matrix H is defined as

Hij =


Hij↑↑ Hij↑↓ ∆ij 0

Hij↓↑ Hij↓↓ 0 ∆ij

∆∗ij 0 −H∗ij↓↓ H∗ij↓↑
0 ∆∗ij H∗ij↑↓ −H∗ij↑↑

 ,

(4)
where Hijσσ′ = [−t δ〈i,j〉 − (µ̄i+σh) δij ]δσσ′ +Hσσ′

SO
and ∆ij = ∆δij . Here µ̄i = µ − V (i) is an effective
local on-site chemical potential. We introduce the
following spin–orbit terms:H↑↓SO = λ(δi+1,j−δi−1,j),
H↑↑SO = H↓↓SO = 0 and H↓↑SO = (H↑↓SO)∗.

3. Numerical results

In our calculation, we considered a one-
dimensional system with 1000 sites, while the part
with homogeneous potential has x∞−x0 = 100 sites
(see (1)) — this length of homogeneous potential is
sufficient to realize the zero-energy MBS.

Let us start by analyzing the spectrum as a func-
tion of the magnetic field in case of a sharp and
maximally smeared potential (Fig. 2). In the sharp
potential case (a → ∞), our system is identical to
the finite nanowire (Fig. 2a). The transition from
the trivial phase to the topological phase occurs at
some critical magnetic field hc =

√
∆2 + µ̃2 [57–59],

where µ̃ = µ + 2t is the chemical potential mea-
sured from the bottom of the band. Indeed, for the
discussed set of parameters, at h = hc ' ∆ the
trivial gap is closed and a new topological gap is
reopened (see Fig. 2). For h > hc the in-gap zero-
energy MBS are observed, while for a relatively
large h we observe typical oscillation of the in-gap
states around the zero-energy level. Nevertheless,
for small h, MBS have zero energies and are well
localized at the boundaries of the system.

In the case of the maximally smeared potential
(i.e., a ' 25× 10−7), the main features of the spec-
trum is preserved (cf. panels (a) and (b) in Fig. 2).
However, the additional local on-site potential leads
to a situation when more sites are occupied — this
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Fig. 2. Eigenstates of the system for different
smearing, controlled by the a value. Panel (a)
presents results for the nanowire with wall potential
(large a), and (b) for the nanowire with maximally
smeared potential (small a). Results obtained for
∆/t = 0.2, µ/t = −2, and λ/t = 0.1.

is reflected in the increased number of states ob-
served in the presented range of energies. Again,
zero-energy MBS are observed, while (for h > hc)
more in-gap states are realized in the initial topo-
logical gap (Fig 2b). These extra in-gap states are
related to states localized at the end of the system
with the smeared potential (and will be discussed
later).

The above-mentioned features are directly related
to the smearing of the potential, and can be ob-
served in Fig. 3, where we present the spectrum of
the system as a function of a, for a fixed h/t = 0.3.
Even for a relatively large a ' 10−1, the modifica-
tion of the eigenvalues of the system is clearly visible
for states outside the initial topological gap (which
for chosen sets of parameters are given in the range
|En|/t < 0.65). However, around a ' 10−3, the po-
tential induces some extra states within the topo-
logical gap. The number of these extra in-gap states
increases with decreasing a. In practice, this feature
can be explained as the consequence of two events.
First, the smeared potential effectively increases the
number of occupied sites (for the sharp potential,
i.e., precisely nanowire geometry, the number of
sites was 100, while for the maximally smearing
potential, this number increases effectively to 400).
Second, as a result of increased smearing (a → 0),

Fig. 3. Evolution of the system eigenstates with
smearing parameter a. Results obtained for h/t =
0.3, µ/t = −2, and ∆/t = 0.2.

Fig. 4. (a) The local density of states (LDOS)
along the system and (b) its profile for ω/t = 0. Re-
sults obtained for h/t = 0.3, µ/t = −2, ∆/t = 0.2,
and a = 10−6.

a bigger part of the system full-fill the condition for
the realization of the topological phase. Modifica-
tion of the local on-site potential µi by the smear-
ing part V (x) effectively leads to a local reduction
of the gap.

The extra in-gap states localization and the local
gap suppression can be analyzed using the local den-
sity of states (LDOS), which can be found directly
from the solution of the BdG equations as [60]

ρ(i, ω) =
∑
n,σ

[
|uinσ|2δ (ω−En) + |vinσ|2δ (ω+En)

]
,

(5)
where δ(ω) is the Dirac delta function, while uinσ,
vinσ, and En are determined from the BdG equa-
tions. The results of the LDOS calculation are pre-
sented in Fig. 4a, where on the right side (x∞)
we set the sharp wall potential, and the smearing
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potential is realized on the left site from x0. The
smearing of the potential leads to an effective de-
crease of the local gap, which is visible in LDOS in
the form of a shears-like structure. Occupied states
are realized for x > 600, while MBS are visible as
two peaks at zero energy. The extra in-gap states
are mostly localized in the left part of the system
(along the smeared potential). A similar situation
was observed in the case of trapped fermionic su-
perfluids [37], where the trap potential led to an ef-
fective decrease of the gap.

Nevertheless, the gap is still open and MBS exist
in the system. However, in the presence of smearing
potential from one site of the system, the localiza-
tion of MBS shows different features. In Fig. 4b,
we present the LDOS profile for zero-energy states.
In the case of a homogeneous system, MBS are
characterized by oscillating wave functions. Indeed,
the behavior is preserved for the state around x∞,
where the oscillating character is clearly visible.
In contrast to this, the localization of the second
MBS is described by a bell shaped curve (around
x = 600). Additionally, the oscillating character is
no longer observed.

4. Conclusions

To summarize, in this paper we discuss the main
features of Majorana bound states in the system
with a half-smeared potential. In our investigation,
we assume the potential to be a quadratic function
of position. We show that the smearing potential
leads to the emergence of few extra in-gap states
and effective decrease of the local gap. The new in-
gap states are well localized around the smearing
potential. However, changing the on-site potential
by smearing also modifies the distribution of the
particles in the system. Around the last occupied
sites (around the smearing potential) the effective
gap decreases. However, the gap is still open and
the Majorana states are realized in the system. Nev-
ertheless, the smeared potential affects the localiza-
tions of Majorana states, while states no longer have
symmetric localization. One of the Majorana states
preserves its oscillating character in space, while the
second one localizes in the form of a bell-shaped
curve.
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